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Preface

Accelerating economic, technological, social, and environmental change challenge
managers and policy makers to learn at increasing rates, while at the same time the
complexity of the systems in which we live is growing. Many of the problems we
now face arise as unanticipated side effects of our own past actions. All too often
the policies we implement to solve important problems fail, make the problem
worse, or create new problems.

Effective decision making and learning in a world of growing dynamic com-
plexity requires us to become systems thinkers —to expand the boundaries of our
mental models and develop tools to understand how the structure of complex sys-
tems creates their behavior.

This book introduces you to system dynamics modeling for the analysis of pol-
icy and strategy, with a focus on business and public policy applications. System
dynamics is a perspective and set of conceptual tools that enable us to understand
the structure and dynamics of complex systems. System dynamics is also a rigor-
ous modeling method that enables us to build formal computer simulations of com-
plex systems and use them to design more effective policies and organizations.
Together, these tools allow us to create management flight simulators—micro-
worlds where space and time can be compressed and slowed so we can experience
the long-term side effects of decisions, speed learning, develop our understanding
of complex systems, and design structures and strategies for greater success.

The field of system dynamics is thriving. Over the past decade, many top com-
panies, consulting firms, and governmental organizations have used system dy-
namics to address critical issues. More innovative universities and business
schools are teaching system dynamics and finding enthusiastic and growing en-
rollments. Hundreds of primary and secondary schools, from kindergarten to high
school, are integrating systems thinking, system dynamics, and computer simula-
tion into their curricula. Tools and methods for system dynamics modeling, the li-
brary of successful applications, and insights into the effective use of the tools with
executives and organizations are all expanding rapidly.

vii
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modeling study can be your academic colleagues, the public at large, or even your-
self. In the discussion that follows, I will focus on modeling projects conducted for
organizations. The process, however, is similar for these other contexts as well.

To be effective the modeling process must be focused on the clients’ needs.
The clients for a modeling project are busy. They are embroiled in organizational
politics. They are looking out for their own careers. Their concern is solving a
problem and taking action in the real world. They care little for the elegance of
your theory or cleverness of your model. Modeling is done to help the client, not
for the benefit of the modeler. The client context and real world problem determine
the nature of the model, and the modeling process must be consistent with the
clients’ skills, capabilities, and goals. The purpose is to help the clients solve their
problem. If the clients perceive your model does not address their concerns or lose
confidence in it, you will have little impact. Focus your modeling work on the
problems that keep the clients up at night.

The political context of modeling and the need to focus on the clients’ problem
does not mean modelers should be hired guns, willing to do whatever the clients
want. Modelers should not automatically accede to clients’ requests to include
more detail or to focus on one set of issues while ignoring others, just to keep the
clients on board. A good modeling process challenges the clients’ conception of the
problem. Modelers have a responsibility to require their clients to justify their
opinions, ground their views in data, and consider new viewpoints. When the
clients ask you to do something you think is unnecessary or misguided, you must
work with them to resolve the issue.

Unfortunately, far too many clients are not interested in learning but in using
models to support conclusions they’ve already reached or as instruments to gain
power in their organizations. Sadly, far too many consultants and modelers are
only too eager to oblige. As a modeler you have an ethical responsibility to carry
out your work with rigor and integrity. You must be willing to let the modeling
process change your mind. You must “speak truth to power,” telling the clients that
their most cherished beliefs are wrong, if that is what the modeling process reveals,
even if it means you will be fired. If your clients push you to generate a result
they’ve selected in advance or that is not supported by the analysis, push back. If
your clients’ minds are closed, if you can’t convince them to use modeling hon-
estly, you must quit. Get yourself a better client.?

3.3 STEPS OF THE MODELING PROCESS

In practice, as a modeler you are first brought into an organization by a contact
who thinks you or your modeling tools might be helpful. Your first step is to find
out what the real problem is and who the real clientis. Your initial contact may not
be the client, but only serve as a gatekeeper who can introduce you to the client.
As the modeling project proceeds, you may find the client group expands or
changes. Assume that you’ve successfully negotiated entry to the organization and

ZWallace (1994) provides a good collection of articles addressing the ethical issues facing
modelers.



86 Part I Perspective and Process

TABLE 3-1
Steps of the
modeling process

1. ProblemArticulation (Boundary Selection)

* Theme selection: What s the problem? Why is it a problem?

¢ Key variables: What are the key variables and concepts we must
consider?

¢ Time horizon: How far in the future should we consider? How far back in
the past lie the roots of the problem?

¢ Dynamic problem definition (reference modes): What is the historical
behavior of the key concepts and variables? What might their behavior
be in the future?

2. Formulation of Dynamic Hypothesis

* Initial hypothesis generation: What are current theories of the problem-
atic behavior?

* Endogenousfocus: Formulate a dynamic hypothesis that explains the
dynamics as endogenous consequences of the feedback structure.

* Mapping: Develop maps of causal structure based on initial hypotheses,
key variables, reference modes, and other available data, using tools
such as

Model boundary diagrams,
Subsystem diagrams,
Causal loop diagrams,
Stock and flow maps,
Policy structure diagrams,
Other facilitation tools.

3. Formulation of a Simulation Model
¢ Specification of structure, decision rules.
» Estimation of parameters, behavioral relationships, and initial conditions.
* Tests for consistency with the purpose and boundary.

4. Testing

e Comparisonto reference modes: Does the model reproduce the prob-
lem behavior adequately for your purpose?

* Robustness under extreme conditions: Does the model behave realis-
tically when stressed by extreme conditions?

 Sensitivity: How does the model behave given uncertainty in parame-
ters, initial conditions, model boundary, and aggregation?

¢ ...Many other tests (see chapter 21).

5. Policy Design and Evaluation

» Scenario specification: What environmental conditions might arise?

» Policy design: What new decision rules, strategies, and structures might
be tried in the real world? How can they be represented in the model?

* “Whatif. ..” analysis: What are the effects of the policies?

» Sensitivity analysis: How robust are the policy recommendations under
different scenarios and given uncertainties?

* Interactions of policies: Do the policies interact? Are there synergies or
compensatory responses?
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identified the (initial) clients. How do you proceed to develop a model which can
be helpful to them??

There is no cookbook recipe for successful modeling, no procedure you can
follow to guarantee a useful model. Modeling is inherently creative. Individual
modelers have different styles and approaches. Yet all successful modelers follow
a disciplined process that involves the following activities: (1) articulating the
problem to be addressed, (2) formulating a dynamic hypothesis or theory about the
causes of the problem, (3) formulating a simulation model to test the dynamic hy-
pothesis, (4)testing the model until you are satisfied it is suitable for your purpose,
and (J)designing and evaluating policies for improvement. Table 3-1 lists these
steps along with some of the questions each step addresses and the principal tools
used in each (see also Randers 1980).

3.4 MODELING Is ITERATIVE

FIGURE 3-1
The modeling
process is
iterative.

Results of any
step can yield
insights that lead
to revisions in
any earlier step
(indicated by the
links in the center
of the diagram).

Before discussing each of these steps in more detail, it is important to place the
modeling process in context with the ongoing activities of the people in the system.
Modeling is a feedback process, not a linear sequence of steps. Models go through
constant iteration, continual questioning, testing, and refinement. Figure 3-1 re-
casts the modeling process shown in Table 3-1 more accurately as an iterative
cycle. The initial purpose dictates the boundary and scope of the modeling effort,
but what is learned from the process of modeling may feed back to alter our basic
understanding of the problem and the purpose of our effort. Iteration can occur
from any step to any other step (indicated by the interconnections in the center of
the diagram). In any modeling project one will iterate through these steps many
times.*

(Boundary Selection)

4. Testing 3. Formulation

There is a huge literature on methods for planned organizational change and group interven-
tions. See particularly Argyris and Schon (1996), Beckhard and Harris (1987), Dyer (1995),
Michael (1997), and Schein (1987, 1988).

“Homer (1996) provides an excellent discussion of the value of iteration and rigor in system
dynamics, not only in academic research but also in consulting work, with a variety of examples.
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FIGURE 3-2
Modeling is
embedded in
the dynamics
of the system.

Effective modeling
involves constant
iteration between
experiments and
learning in the
virtual world and
experiments

and learningin
the real world.

Part] Perspective and Process

Most importantly, modeling is embedded in the larger cycle of learning and ac-
tion constantly taking place in organizations (and described in chapter 1).Pilots
step into an aircraft flight simulator and learn more quickly, effectively, and safely
how to operate the real aircraft, then put these skills to use in the real thing. They
feed back what they learn flying the real thing to the simulator designers so the
simulators can be continually improved. What pilots and designers learn in the
simulator is used in the real world. And what they learn in the real world is used to
change and improve the virtual world of the simulator. So it is with management
flight simulators and system dynamics models. Figure 3-2 shows the modeling
process embedded in the single- and double-loop learning feedbacks discussed in
chapter 1.Simulation models are informed by our mental models and by informa-
tion gleaned from the real world. Strategies, structures, and decision rules used in
the real world can be represented and tested in the virtual world of the model. The
experiments and tests conducted in the model feed back to alter our mental models
and lead to the design of new strategies, new structures, and new decision rules.
These new policies are then implemented in the real world, and feedback about
their effects leads to new insights and further improvements in both our formal and

Real
World
Deci_sior_rs Information
(Organizational Feedback
Experiments)
Formulation %L\—\;
3. Formulation
Strategy, Mental
Structure,
Decision

Rules W —~  World
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mental models. Modeling is not a one-shot activity that yields The Answer, but an
ongoing process of continual cycling between the virtual world of the model and
the real world of action.

3.5 OVERVIEW OF THE MODELING PROCESS

3.5.1 Problem Articulation:
The Importance of Purpose

The most important step in modeling is problem articulation. What is the issue the
clients are most concerned with? What problem are they trying to address? What is
the real problem, not just the symptom of difficulty? What is the purpose of the
model?

A clear purpose is the single most important ingredient for a successful mod-
eling study. Of course, a model with a clear purpose can still be misleading, un-
wieldy, and difficult to understand. But a clear purpose allows your clients to ask
questions that reveal whether a model is useful in addressing the problem they care
about.

Beware the analyst who proposes to model an entire business or social system
rather than a problem. Every model is a representation of a system—a group of
functionally interrelated elements forming a complex whole. But for a model to be
useful, it must address a specific problem and must simplify rather than attempt to
mirror an entire system in detail.

What is the difference? A model designed to understand how the business cy-
cle can be stabilized is a model of a problem. It deals with a specific policy issue.
A model designed to explore policies to slow fossil fuel use and mitigate global
warming is also a model of a problem; it too addresses only a limited set of issues.
A model that claims to be a representation of the entire economy is a model of a
whole system. Why does it matter? The usefulness of models lies in the fact that
they simplify reality, creating a representation of it we can comprehend. A truly
comprehensive model would be just as complex as the system itself and just as in-
scrutable. Von Clausewitz famously cautioned that the map is not the territory. It’s
a good thing it isn’t: A map as detailed as the territory would be of no use (as well
as being hard to fold).

The art of model building is knowing what to cut out, and the purpose of the
model acts as the logical knife. It provides the criteria to decide what can be ig-
nored so that only the essential features necessary to fulfill the purpose are left. In
the example above, since the purpose of the comprehensive model would be to rep-
resent the entire economic system, nothing could be excluded. To answer all con-
ceivable questions about the economy, the model would have to include an
overwhelming array of variables. Because its scope and boundary are so broad, the
model could never be completed. If it were, the data required to use it could never
be compiled. If they were, the model’s underlying assumptions could never be
examined or tested. If they were, the model builders could never understand its
behavior and the clients’ confidence in it would depend on the authority of the
modeler and other nonscientific grounds. Mihailo Mesarovic, a developer of early
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global simulations, captured the impossibility of building models of systems when
he said, “No matter how many resources one has, one can envision a complex
enough model to render resources insufficient to the task.” (Meadows, Richardson,
and Bruckmann 1982,p. 197).

A model designed for a particular purpose such as understanding the business
cycle or global climate change would be much smaller, since it would be limited to
those factors believed to be relevant to the question at hand. For example, the busi-
ness cycle model need not include long-term trends in population growth, resource
depletion, or climate change. The global warming model could exclude short-term
dynamics related to interest rates, employment, and inventories. The resulting
models could be simple enough so that their assumptions could be examined. The
relation of these assumptions to the most important theories regarding the business
cycle and climate change could then be assessed to determine how useful the mod-
els were for their intended purposes. Of course even models with well-defined pur-
poses can be too large. But without a clear purpose, there is no basis to say “we
don’t need to include that” when a member of the client team makes a suggestion.
In sum: Always model a problem. Never model a system.

Usually the modeler develops the initial characterization of the problem
through discussion with the client team, supplemented by archival research, data
collection, interviews, and direct observation or participation. There are many
methods available to work with a group to elicit the information needed to define
the problem dynamically while still keeping the conversation focused firmly on the
clients and their problem.> Two of the most useful processes are establishing refer-
ence modes and explicitly setting the Hme horizon.

Reference Modes

System dynamics modelers seek to characterize the problem dynamically, that is,
as a pattern of behavior, unfolding over time, which shows how the problem arose
and how it might evolve in the future. You should develop a reference mode, liter-
ally a set of graphs and other descriptive data showing the development of the
problem over time. Reference modes (so-called because you refer back to them
throughout the modeling process) help you and your clients break out of the short-
term event-oriented worldview so many people have. To do so you and the clients
must identify the time horizon and define those variables and concepts you
consider to be important for understanding the problem and designing policies to
solve it.

Time Horizon

The time horizon should extend far enough back in history to show how the prob-
lem emerged and describe its symptoms. It should extend far enough into the
future to capture the delayed and indirect effects of potential policies. Most people
dramatically underestimate the length of time delays and select time horizons that

5See the references in note 9 for modeling tools that are effective for real time modeling with
organizations and teams including eliciting and structuring the mental models of a group to define
the problem.
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US oil production,
consumption,
imports, and price
over a 10-year
time horizon
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are far too short. A principal deficiency in our mental models is our tendency to
think of cause and effect as local and immediate. But in dynamically complex sys-
tems, cause and effect are distant in time and space. Most of the unintended effects
of decisions leading to policy resistance involve feedbacks with long delays, far re-
moved from the point of decision or the problem symptom. Work with your clients
to think about the possible reactions to policies and how long they might take to
play out and then increase the time horizon even further. A long time horizon is a
critical antidote to the event-oriented worldview so crippling to our ability to iden-
tify patterns of behavior and the feedback structures generating them.

The choice of time horizon dramatically influences your perception of the
problem. Figure 3-3 shows production, consumption, and imports of petroleum in
the United States from 1986 to 1996. The historical time horizon is 10 years, al-
ready a long time relative to most discussion of energy policy (the oil shocks of
the 1970s are considered ancient history in most policy debate today). The graphs
show production slowly trending down, consumption trending slowly up, and
therefore imports growing modestly. Prices fluctuate in a narrow band between
$14 and $23 per barrel, lower than any time since the first oil crisis in 1973 (though
prices did spike to $40/barrel after the Iraqi invasion of Kuwait, they soon fell
back). The energy system appears to be relatively stable; there is little evidence of
a long-term problem.
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FIGURE 3-4

US oil production,
consumption,
imports, and price
over a 130-year
time horizon
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Now consider Figure 3-4, showing the same variables from near the beginning
of the oil era (the petroleum industry began in earnest in 1859 with Colonel
Drake’s famous well in Titusville, Pennsylvania). The impression is completely
different. The history of the oil industry in the United States is divided into two
regimes. From 1920through 1973,consumption grew exponentially at an average
rate of 4.3%/year. Production nearly kept pace, as exploration and better drilling
techniques more than offset depletion. Starting in the 1950s, imports grew slightly,
stimulated by the availability of cheap foreign oil. Prices fluctuated, often dramat-
ically, but along a slowly declining trend as technology improved. All this changed
in 1970.In 1970, domestic production of oil peaked. It’s been falling ever since,
despite the intense exploration stimulated by the much higher prices of the 1970s
and early 1980s.US production from the lower 48 states and adjacent offshore area
in 1996 stood at only 54% of its peak level. Even the addition of Prudhoe Bay and
the trans-Alaska pipeline did not halt the slide, and Alaskan production peaked in
1988. Higher prices following the 1970s oil shocks, along with the deepest reces-
sions since the Great Depression, cut the growth of consumption, but imports nev-
ertheless reached 61% of total oil consumption by 1996.

Changing the time horizon completely changes the assessment of the problem.
Viewed with a time scale consistent with the life of the resource, it is clear that the
petroleum problem wasn’t solved in the 1980sbut has been steadily getting worse.

1 8= I
Consumption - y
>
a
% 12 Imports
°
S
m
=
S 6.
Lower 40 States
0 ] i !
1870 1890 1910 1930 1950 1970 1990
5
4

] {
9870 1830 1910 1930 1950 1970 1980
Source: Production & consumption: 1870-1949, Davidsen (1988); 1950-1966, EIA Annual Energy
Review, Price: 1880-1968, Davidsen (1988); 1968—1996, EIA Annual Energy Review, Refiners
Acquisition Cost.




FIGURE 3-5

The fossil fuel
era shovvn with a
time horizon of
151,00¢/ears

Chapter3 The Modeling Process 93

Petroleum is a finite nonrenewable resource. In the US, depletion began to domi-
nate finding rates in the 1960s, leading to an inevitable decline in production, a de-
cline that began in 1970. The United States is the most heavily explored and
densely drilled region of the world. The very success of early wildcatters in find-
ing oil means there is less left to find now. While not all the petroleum in the US
has been found or recovered, consumption continues to exceed the rate at which
what remains is found. Consequently, imports continue to grow, leading to still
greater dependency on the unstable Persian Gulf region, still more political and
economic power for the oil exporting countries and less for the US, and, eventu-
ally, higher oil prices, either at the pump or in the defense budget.®

The oil industry illustrates the dangers of selecting a time horizon too short to
capture the important dynamics and feedbacks creating them. Of course, one can
err too far in the other direction. Figure 3-5 shows a graph developed by the late
petroleum geologist M. King Hubbert. Hubbert invented the most successful tech-
nique for forecasting fossil fuel production ever created. In 1956 he estimated the
ultimate recoverable petroleum resources of the US to be between 150 and 200 bil-
lion barrels and forecast that “the peak in production should probably occur within
the interval 1966-1971” (Hubbert 1975,p. 371). His prediction of decline came at
a time when the US Geological Survey projected ultimate recoverable resources
nearly three times as large and claimed “the size of the resource base would not
limit domestic production capacity ‘inthe next 10 to 20 years at least, and proba-
bly [not] for a much longer time’ ” (Gillette 1974). The actual peak occurred in
1970 at almost the precise value Hubbert had predicted, one of the most accurate
long-term forecasts on record. Hubbert’s success lay in explicitly modeling oil as
anonrenewable resource. Production could grow exponentially in the early phases

F ssl| Energy Prod cton

SThere is a large literature of energy modeling in system dynamics, originating with work in
Meadows et al. (1974). See, e.g., Backus (1996), Bunn and Larsen (1997), Fiddaman (1997),
Ford (1990, 1997,1999), Ford and Bull (1989), Naill (1977,1992), and Naill et al. (1992) for
work on national and global energy markets, electric utilities, global climate change, and other
energy policy issues.
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of its life cycle but had to fall to zero as it was depleted, forcing a transition to re-
newable energy source~Te emphasize the transitory nature of fossil fuel civiliza-
tion, Hubbert showed the production of fossil fuels on a time scale from the
beginning of the agricultural revolution 10,000 years ago to 5000 years in the fu-
ture. Against this backdrop, the fossil fuel era is seen as a transitory spike—a
unique period during which humanity lives extravagantly off a rich inheritance of
irreplaceable natural capital. The picture is sobering. But Hubbert’s pimple, as it
was called by critics, takes a time horizon too long to be useful to policy makers
who influence public policy or corporate strategy affecting energy prices, regula-
tions, capital investment, and R&D.

The choice of time horizon can dramatically influence the evaluation of
policies. In the early 1970sa US government agency concerned with foreign aid
sponsored a model focused on the Sahel region of sub-Saharan Africa. The Sahel
was then experiencing rapid population growth at the same time the desert was
expanding southward, reducing grazing land for the nomadic herders’ cattle. The
purpose of the model was to identify high leverage policies to spur economic
development in the region. The model was used to assess the effects of many of
the policies then in use, such as drilling bore holes to increase the water supply for
cattle by tapping deep aquifers or subsidizing crops such as sorghum and ground
nuts. Running the model to the year 2000, a round number several decades in the
future at the time, showed that the policies led to improvement. Subsidies in-
creased agricultural output. Bore holes permitted cattle stocks to grow, increasing
the supply of milk and meat and the wealth of the herders. However, running the
model into the first decades of the 21st century showed a different outcome: larger
stocks of cattle began to outstrip the carrying capacity of the region. As the cattle
overbrowsed and trampled the grasslands, erosion and desertification increased.
The cattle population dropped sharply, creating a food deficit in the region. Select-
ing a time horizon too short to capture these feedbacks favored adoption of poli-
cies counter to the long-term interests of the region’s people and the mission of the
client organization.*

Modelers must guard against accepting the client’s initial assessment of the ap-
propriate time frame. Often these are based on milestones and round numbers hav-
ing little to do with the dynamics of the problem, such as the end of the fiscal year,
or the next 5-year planning cycle. A good rule of thumb is to set the time horizon
several times as long as the longest time delays in the system, and then some.

3.5.2 Formulatinga Dynamic Hypothesis

Once the problem has been identified and characterized over an appropriate time
horizon, modelers must begin to develop a theory, called a dynamic hypothesis, to

7Sterman and Richardson (1985), Sterman et al. (1988), and Sterman, Richardson, and Davidsen
(1990) model the world and US petroleum life cycles and study the evolution of estimates of the
resource base, showing why Hubbert was so accurate while other estimation methods proved so
wildly overoptimistic.

8Picardi and Seifert (1976) describe one of several models of the Sahel region (the model
described above was not published).
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account for the problematic behavior. Your hypothesis is dynamic because it must
provide an explanation of the dynamics characterizing the problem in terms of the
underlying feedback and stock and flow structure of the system. It is a hypothesis
because it is always provisional, subject to revision or abandonment as you learn
from the modeling process and from the real world.

A dynamic hypothesis is a working theory of how the problem arose. It guides
modeling efforts by focusing you and your clients on certain structures. Much of
the remainder of the modeling process helps you to test the dynamic hypothesis,
both with the simulation model and by experiments and data collection in the real
world.

In practice, discussion of the problem and theories about the causes of the
problem are jumbled together in conversation with client teams. Each member of
a team likely has a different theory about the source of the problem; you need to
acknowledge and capture them all. Many times the purpose of the model is to solve
a critically important problem that has persisted for years and generated great
conflict and not a little animosity among members of the client team. All will
tenaciously advocate their positions while deriding the views of others in the
group. Early in the modeling process, the modeler needs to act as a facilitator, cap-
turing these mental models without criticizing or filtering them. Clarifying and
probing questions are often useful, but the modeler’s role during this early phase is
to be a thoughtful listener, not a content expert. A variety of elicitation techniques
and diagramming tools have been developed to assist you in facilitating a produc-
tive conversation to elicit people’s theories about the causes of the problem.® Your
goal is to help the client develop an endogenous explanation for the problematic
dynamics.

Endogenous Explanation

System dynamics seeks endogenous explanations for phenomena. The word “en-
dogenous” means “arising from within.” An endogenous theory generates the dy-
namics of a system through the interaction of the variables and agents represented
in the model. By specifying how the system is structured and the rules of interac-
tion (the decision rules in the system), you can explore the patterns of behavior cre-
ated by those rules and that structure and explore how the behavior might change
if you alter the structure and rules. In contrast, a theory relying on exogenous vari-
ables (those “arising from without,” that is, from outside the boundary of the
model) explains the dynamics of variables you care about in terms of other vari-
ables whose behavior you’ve assumed. Exogenous explanations are really no ex-
planation at all; they simply beg the question, What caused the exogenous
variables to change as they did? The focus in system dynamics on endogenous ex-
planations does not mean you should never include any exogenous variables in
your models. But the number of exogenous inputs should be small, and each can-
didate for an exogenous input must be carefully scrutinized to consider whether

°The literature on group model building is growing rapidly. Reagan-Cirincione et al. (1991),
Morecroft and Sterman (1994), Vennix (1996), and Vennix et al. (1997) provide good overviews of
tools and techniques to elicit and capture the mental models of teams and client groups.
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there are in fact any important feedbacks from the endogenous elements to the can-
didate. If so, the boundary of the model must be expanded and the variable must be
modeled endogenously.

The consequences of narrow model boundaries and reliance on exogenous
variables are often serious. A typical example is provided by the Project Indepen-
dence Evaluation System (PIES) model, a hybrid model based on linear program-
ming, econometrics, and input/output analysis used in the 1970sby the US Federal
Energy Administration (FEA) and later by the US Department of Energy. As de-
scribed by the FEA, the purpose of the model was to evaluate different energy poli-
cies according to the following criteria: their impact on the development of
alternative energy sources; their impact on economic growth, inflation, and unem-
ployment; their regional and social impacts; their vulnerability to import disrup-
tions; and their environmental effects.

Surprisingly, considering the stated purpose, the PIES model treated the econ-
omy as exogenous. The model economy (including economic growth, interest
rates, inflation, world oil prices, and the costs of unconventional fuels) was com-
pletely unaffected by the energy situation (including prices, policies, and produc-
tion). In the model, even a full embargo of imported oil or a doubling of oil prices
would have no impact on the economy.

Treating the economy exogenously made the PIES model inherently contra-
dictory. Because it assumed high rates of economic growth and low price elastici-
ties, it projected huge increases in energy demand, requiring even greater increases
in the capital requirements of the energy sector as cheap domestic oil was con-
sumed. In the model, these huge investments in energy production were satisfied
without reducing investment or consumption in the rest of the economy and with
no impact on interest rates or inflation. In effect, the model let the economy have
its pie and eat it too.

In part because it ignored the feedbacks between the energy sector and the rest
of the economy, the PIES model consistently proved to be overoptimistic. In 1974
the model projected that by 1985 the US would be well on the way to energy
independence: energy imports would be only 3.3 million barrels per day and
production of shale oil would be 250,000 barrels per day. Furthermore, these
developments would be accompanied by oil prices of about $22 per barrel (1984
dollars) and by vigorous economic growth. It didn’t happen. Imports in the late
1980s were about 5.5 million barrels per day and grew to more than half of oil con-
sumption by the mid 1990s. Shale oil and other exotic synfuels never materialized.
This situation prevailed despite huge reductions in oil demand caused by oil prices
in the early 1980s greater than $30/bbl and the most serious recession since the
Great Depression.

A broad model boundary that captures important feedbacks is more impor-
tant than a lot of detail in the specification of individual components. It is worth
noting that the PIES model provided a breakdown of supply, demand, and price for
dozens of fuels in each region of the country yet its- aggregate projections
weren’t even close. What purpose was served by the effort devoted to forecasting
the demand for jet fuel or naphtha in the Pacific Northwest when the basic as-
sumptions were so palpably inadequate and the main results were so woefully
erroneous?
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Mapping System Structure

System dynamics includes a variety of tools to help you communicate the bound-
ary of your model and represent its causal structure. These include model bound-
ary diagrams, subsystem diagrams, causal loop diagrams, and stock and flow
maps.

Model boundary chart. A model boundary chart summarizes the scope of the
model by listing which key variables are included endogenously, which are exoge-
nous, and which are excluded from the model.

To illustrate, Table 3-2 shows a model boundary diagram for a model designed
to study the feedbacks between the energy system and the economy (Sterman
1983). Partly in reaction to the limitations of existing models such as PIES, the De-
partment of Energy in the late 1970s sought to develop dynamic models with a
broader boundary (Naill 1977, 1992). The purpose of the model was to explore the
impact of higher energy prices on economic growth, unemployment, inflation, and
interest rates and how these macroeconomic considerations might constrain the de-
velopment of new energy sources. The time horizon of the model was quite long
(1950-2050) to capture the full transition from fossil fuels to renewable or other
energy sources and consistent with the long time delays in the development, con-
struction, and useful life of energy-producing and energy-consuming capital
stocks.

In contrast to nearly all models used to address these issues at the time, the
model had a broad boundary, with all major macroeconomic variables generated
endogenously. Unlike the PIES model, the capital, labor, and energy requirements

Endogenous Exogenous Excluded

GNP Population Inventories
Consumption Technologicalchange Internationaltrade
Investment Tax rates (except with OPEC)
Savings Energy policies Environmental constraints
Prices (real and nominal) Nonenergy resources
Wages (real and nominal) Interfuel substitution
Inflation rate Distributional equity
Labor force participation

Employment

Unemployment

Interest rates

Money supply

Debt

Energy production

Energy demand

Energy imports

Source: Sterman (1983) .
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of the energy industries were endogenous and the energy industry had to compete
against other sectors for these resources. The model still contained several exoge-
nous variables. These include population, the rate of overall technological
progress, and the price of imported oil. Were these exogenous variables accept-
able? Population growth and the overall rate of technical progress might be af-
fected by changes in energy prices and consequent changes in the rate of economic
growth. However, these feedbacks seemed likely to be small. The decision to
model the price of imported oil exogenously is more problematic. Clearly the price
of oil affects both the demand for and supply of energy in the United States, deter-
mining the quantity imported. As a major importer, changes in US oil imports can
dramatically alter the supply/demand balance of the oil exporting nations, feeding
back to the price of oil in the world market. Treating import prices exogenously
cuts an important feedback loop. In discussing the boundary of the model I argued
that there were in fact important feedbacks between the US energy system and the
world oil market. But I also argued that the dynamics of the world price were so
complex that incorporating them endogenously was beyond the scope and purpose
of the project. I had previously helped build a model of the world oil market for the
US Department of Energy and hoped that ultimately the two models could be
joined. The model boundary chart alerted the clients to a questionable assumption
so they could evaluate what the effect of the missing feedback might be.

The list of excluded concepts also provides important warnings to the model
user. The model omitted inventories of goods and materials (and hence short-term
business cycles)—no problem in such a long-term model. International trade was
excluded, except for the flows of oil, goods, capital, and money between the US
and the oil exporting nations. The petrodollars flowing to OPEC and their recy-
cling as exports or foreign investment had to be included, but to include nonenergy
trade would have expanded the model into a global macroeconomic system, and I
would probably still be working on it. Environmental constraints and nonenergy
resources such as water that might limit new energy sources like synfuels were ex-
cluded, meaning conclusions about the rate of development of these exotic energy
sources would be overoptimistic. The model also treated the energy system in a
fairly aggregate fashion, so interfuel substitution (oil vs. gas, for example), was not
considered, another optimistic assumption. Finally, the model did not consider
income distribution, even though some energy policies such as gasoline taxes are
regressive unless offset by changes in the income tax code. The purpose of listing
all these omissions from the model was to help model users decide for themselves
whether the model was appropriate for their purpose.

Model boundary diagrams are surprisingly useful and shockingly rare. Often,
models are used not as tools of inquiry but as weapons in a war of advocacy.
In such cases modelers seek to hide the assumptions of their models from potential
critics. But even when the modelers’ motives are benign, many feel uncomfortable
listing what they’ve left out, see the omissions as flaws and prefer to stress the
strengths of their model. While this tendency is natural, it undercuts the utility of
your model and weakens the ability of people to learn from and improve your
work. By explicitly listing the concepts you have chosen not to include, at least
for now, you provide a visible reminder of the caveats to the results and limitations
of the model. Without a clear understanding of the boundary and assumptions,
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models constructed for one purpose are frequently used for another for which they
are ill-suited, sometimes producing absurd results. All too often models with com-
pletely inappropriate and even bizarre assumptions about exogenous and excluded
variables are used in policy making because the model users are unable to exam-
ine the boundary of the models themselves and the modelers have not provided
that information for them (chapter 21 provides examples; see also Meadows and
Robinson 1985).

Subsystem diagram. A subsystem diagram shows the overall architecture of
amodel. Each major subsystem is shown along with the flows of material, money,
goods, information, and so on coupling the subsystems to one another. Subsystems
can be organizations such as the firm and the customer or organizational subunits
such as operations, marketing, and product development. Subsystem diagrams
convey information on the boundary and level of aggregation in the model by
showing the number and type of different organizations or agents represented.
They also communicate some information about the endogenous and exogenous
variables.

In the 1960sJay Forrester served on the boards of several successful high-tech
companies and became interested in the dynamics of corporate growth. To help
him think about the strategic issues facing these firms, Forrester (1964, p. 32)
created a model designed “to show how the differing kinds of corporate growth
patterns can be created by different corporate policies and management attitudes
and by the interactions between a company and its market.” Figure 3-6 shows the
reference mode. Forrester (pp. 32-33) explained:

The very rare company grows smoothly, as in curve A, and eventually reaches
a healthy sustained plateau of mature life. More frequently, the company follows a
pattern, as in curve B, where it appears to succeed at first and then encounters a
severe crisis that leads to bankruptcy or merger. Often, the pattern is growth stag-
nation, as in curve C, marked by neither success nor failure. Of those companies
which do show a long-term growth trend, the most common pattern is that in
curve D, where growth is accompanied by repeated crisis.

Time
Source:Adapted from Forrester (1964).
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Forrester argued that “contrary to first impressions, one cannot explain these
differences on the basis of the particular industry or the type and design of prod-
ucts.. . One must therefore look deeper into the structure of information flows and
the policies which guide operating decisions” (p. 33). To do so the model consisted
of two subsystems, the company and the market (Figure 3-7).

The two subsystems are coupled by the obvious flows of orders, product, and
money: The firm receives orders from the market, ships product, and receives pay-
ment. But in addition, the firm sends signals to the market including the price of
the product, its availability (measured by the delivery delay), its functionality,
quality, suitability to customer needs, and other intangible attributes of the com-
pany’s reputation. The market responds to these signals through the order rate and
through customer feedback about price, quality, service, product features, and so
on. The diagram elegantly presents the essential feedback processes coupling a
fimm to its market, stresses that orders depend on much more than price, and begins
to suggest the structure which must be captured within each subsystem. Forrester
reflected on the importance of this conceptual framework in his thinking:

Defining the system boundary and the degree of aggregation are two of the most
difficult steps in successful modeling. In this particular study, part-time effort for
about two years was devoted to false starts before arriving at the point shown in
[Figure 3-71. Thereafter, only eight weeks were required to create the entire system
of some 200 equations.

Chapter 15 presents a simple version of this model, Forrester’s “market growth
model,” and shows how different management policies can create the patterns of
growth described in Figure 3-6.

A more detailed subsystem diagram is shown in Figure 3-8. The diagram
shows the architecture for a model of a semiconductor manufacturer (Sterman,
Repenning, and Kofman 1997). The purpose of the model was to explore the
dynamics of process improvement programs. The firm had implemented a very

Product Suitability

__—Delivery of Product
Company Market
‘\Payment—/

Mkt. Responseto Price
Mkt. Responseto Quality

Source:Adapted from Forrester (1964).
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successful quality improvement program. However, despite dramatic improve-
ments in quality, productivity, and customer responsiveness, operating profit
and the stock price fell, leading to layoffs. Exploring this paradox required a
model with a broad boundary both within the representation of the firm and in
interactions of the firm with its environment. Besides the usual subsystems for
manufacturing, product development, and accounting, the model includes a
process improvement sector and a sector labeled “Financial Stress.” The Financial
Stress subsystem is not an organizational subunit but represents top manage-
ment decisions regarding layoffs, investment, and the attention given to process

FIGURE 3-8 Subsystem diagram for model of a semiconductor firm and its quality
improvement Yprogram

I T
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Source: Adapted from Sterman, Repenning, and Kofman (1997).
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improvement. These decisions were affected by the firm’s financial health and the
threat of takeover (as influenced by the market value of the firm relative to book
value and cash flow). The diagram also shows that the firm’s sales and market
share are endogenous, as is competitor behavior (note that competitors respond not
only to the firm’s price but also to its quality improvement efforts). The stock price
and market valuation of the firm are also endogenous.

Subsystem diagrams are overviews and should not contain too much detail.
The diagram in Figure 3-8 is quite complex; subsystem diagrams should generally
be simpler. Multiple subsystem diagrams can be used to convey the hierarchical
structure of large models.

Causal loop diagrams. Model boundary charts and subsystem diagrams
show the boundary and architecture of the model but don’t show how the variables
are related. Causal loop diagrams (CLDs) are flexible and useful tools for dia-
gramming the feedback structure of systems in any domain. Causal diagrams are
simply maps showing the causal links among variables with arrows from a cause
to an effect. Chapter 2 provides examples; chapter 5 covers the rules for their con-
struction and interpretation in depth.

Stock and flow maps. Causal loop diagrams emphasize the feedback struc-
ture of a system. Stock and flow diagrams emphasize their underlying physical
structure. Stocks and flows track accumulations of material, money, and informa-
tion as they move through a system. Stocks include inventories of product, popu-
lations, and financial accounts such as debt, book value, and cash. Flows are the
rates of increase or decrease in stocks, such as production and shipments, births
and deaths, borrowing and repayment, investment and depreciation, and receipts
and expenditures. Stocks characterize the state of the system and generate the in-
formation upon which decisions are based. The decisions then alter the rates of
flow, altering the stocks and closing the feedback loops in the system. Chapter 2
shows examples; chapters 6 and 7 discuss the mapping and behavior of stocks and
flows.

Policy structure diagrams. These are causal diagrams showing the informa-
tion inputs to a particular decision rule. Policy structure diagrams focus attention
on the information cues the modeler assumes decision makers use to govern the
rates of flow in the system. They show the causal structure and time delays in-
volved in particular decisions rather than the feedback structure of the overall sys-
tem. Chapter 15 provides examples; see Morecroft (1982) for details.

3.5.3 Formulatinga Simulation Model

Once you’ve developed an initial dynamic hypothesis, model boundary, and con-
ceptual model, you must test them. Sometimes you can test the dynamic hypothe-
sis directly through data collection or experiments in the real system. Most of the
time, however, the conceptual model is so complex that its dynamic implications
are unclear. As discussed in chapter 1, our ability to infer correctly the dynamics of
a complex model is extremely poor. Further, in many situations, especially human
systems, it is difficult, dangerous, unethical, or simply impossible to conduct the
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real world experiments that might reveal the flaws in a dynamic hypothesis. In the
majority of cases, you must conduct these experiments in a virtual world. To do so,
you must move from the conceptual realm of diagrams to a fully specified formal
model, complete with equations, parameters, and initial conditions.

Actually, formalizing a conceptual model often generates important insight
even before it is ready to be simulated. Formalization helps you to recognize vague
concepts and resolve contradictions that went unnoticed or undiscussed during the
conceptual phase. Formalization is where the real test of your understanding oc-
curs: computers accept no hand waving arguments. Indeed, the most experienced
modelers routinely write some equations and estimate parameters throughout the
modeling process, even in the earliest phases of problem articulation and concep-
tualization —often with the clients—as a way to resolve ambiguity and test initial
hypotheses. System dynamics practice includes a large variety of tests one can
apply during the formulation stage to identify flaws in proposed formulations and
improve your understanding of the system.

3.5.4 Testing

Testing begins as soon as you write the first equation. Part of testing, of course, is
comparing the simulated behavior of the model to the actual behavior of the sys-
tem. But testing involves far more than the replication of historical behavior. Every
variable must correspond to a meaningful concept in the real world. Every equa-
tion must be checked for dimensional consistency (so you aren’t adding apples and
oranges). The sensitivity of model behavior and policy recommendations must be
assessed in light of the uncertainty in assumptions, both parametric and structural.

Models must be tested under extreme conditions, conditions that may never
have been observed in the real world. What happens to the GDP of a simulated
economy if you suddenly reduce energy supplies to zero? What happens in a model
of an automaker if you raise the price of its cars by a factor of one billion? What
happens if you suddenly increase dealer inventories by 1000%? Even though these
conditions have never and could never be observed, there is no doubt about what
the behavior of the system must be: Without energy, the GDP of a modern econ-
omy must fall nearly to zero; with a price one billion times higher, the demand for
the firm’s cars must fall to zero; with a huge surplus of cars on dealer lots, produc-
tion should soon fall to zero but cannot become negative. You might imagine that
models would never fail to pass such obvious tests, that production without energy,
demand for goods that cost more than the total wealth of many nations, and nega-
tive production would never arise. But you’d be wrong. Many widely used models
in economics, psychology, management, and other disciplines violate basic laws of
physics, even though they may replicate historical behavior quite well (see section
9.3.2 and chapter 21). Extreme conditions tests, along with other tests of model be-
havior, are critical tools to discover the flaws in your model and set the stage for
improved understanding.

3.5.5 Policy Design and Evaluation

Once you and the client have developed confidence in the structure and behavior
of the model, you can use it to design and evaluate policies for improvement.
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Policy design is much more than changing the values of parameters such as a tax
rate or markup ratio. Policy design includes the creation of entirely new strategies,
structures, and decision rules. Since the feedback structure of a system determines
its dynamics, most of the time high leverage policies will involve changing the
dominant feedback loops by redesigning the stock and flow structure, eliminating
time delays, changing the flow and quality of information available at key decision
points, or fundamentally reinventing the decision processes of the actors in the sys-
tem.

The robustness of policies and their sensitivity to uncertainties in model para-
meters and structure must be assessed, including their performance under a wide
range of alternative scenarios. The interactions of different policies must also be
considered: Because real systems are highly nonlinear, the impact of combination
policies is usually not the sum of their impacts alone. Often policies interfere
with one another; sometimes they reinforce one another and generate substantial
synergies.

3.6 SUMMARY

This chapter described the modeling process. While there are certain steps all mod-
elers go through, modeling is not a cookbook procedure. It is fundamentally cre-
ative. At the same time, modeling is a disciplined, scientific, and rigorous process,
challenging the modeler and client at every step to surface and test assumptions,
gather data, and revise their models—both formal and mental.

Modeling is iterative. No one ever built a model by starting with step 1 and
progressing in sequence through a list of activities. Modeling is a continual process
of iteration among problem articulation, hypothesis generation, data collection,
model formulation, testing, and analysis. There are revisions and changes, blind al-
leys and backtracking. Effective modeling continually cycles between experiments
in the virtual world of the model and experiments and data collection in the real
world.

Models must be clearly focused on a purpose. Never build a model of a sys-
tem. Models are simplifications; without a clear purpose, you have no basis for ex-
cluding anything from your model and your effort is doomed to failure. Therefore
the most important step in the modeling process is working with your client to ar-
ticulate the problem —the real problem, not the symptoms of the problem, the lat-
est crisis, or the most recent fad. Of course, as the modeling process leads you to
deeper insight, your definition and statement of the problem may change. Indeed,
such radical reframings are often the most important outcome of modeling.

The purpose of modeling is to help the clients solve their problem. Though the
modeling process often challenges the clients’ conception of the problem, ulti-
mately, if the client perceives that your model does not address their concern, you
can have little impact. The modeler must not grow attached to a model, no matter
how elegant or how much time has been invested in it. If it doesn’t help the clients
solve their problem, it needs to be revised until it does.

Modeling takes place in an organizational and social context. The setting may
be a business but can also be a government agency, a scientific community, a pub-
lic policy debate, or any other organization. Modelers are inevitably caught up in
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the politics of the community and personalities of its members. Modelers require
both first-rate analytical skills and excellent interpersonal and political skills.

Finally, modelers have an ethical responsibility to pursue the modeling process
with rigor and integrity. The fact that modeling is embedded in an organizational
context and subject to political pressures does not relieve you of your responsibil-
ity to carry out your work with the highest standards of scientific inquiry and pro-
fessional conduct. If your client is not willing to pursue the modeling process
honestly, quit and find yourself a better client.



References

Aarts, E. and J. Lenstra (eds.) (1997) Local Search in Combinatorial Optimization. Chich-
ester, England: John Wiley and Sons.

Abdel-Hamid, T. and S. Madnick (1989a) Software productivity: Potential, actual, and per-
ceived, System Dynamics Review 5(2), 93-113.
Abdel-Hamid, T. and S. Madnick (1989b) Lessons learned from modeling the dynamics of
software project management, Communications of the ACM 32(12), 1426-1438.
Abdel-Hamid, T. and S. Madnick (1989c) Software productivity: Potential, actual, and per-
ceived, System Dynamics Review 5(2), 93-113.

Abdel-Hamid, T. and S. Madnick (1990) The elusive silver lining: How we fail to learn
from software development failures, Sloan Management Review 32(1), 39-48.

Abdel-Hamid, T. and S. Madnick (1991) Software Project Dynamics: An Integrated Ap-
proach. Englewood Cliffs, NJ: prentice-Hall.

Achi, Z., A. Doman, O. Sibony, J. Sinha, and S. Witt (1995) The paradox of fast growth
tigers, McKinsey Quarterly 3, 4-17.

Adams, H. (1918) The Education of Henry Adams. Boston: Houghton-Mifflin.

Akerlof, G. (1970) The market for lemons: Quality uncertainty and the market mechanism,
Quarterly Journal of Economics 84(3), 488-500.

Aldrich, J. and F. Nelson (1984) Linear Probability, Logit, and Probit Models. Newbury
Park, CA: Sage Publications.

Alfeld, L. and A. Graham (1976) Introduction to Urban Dynamics. Waltham, MA: Pegasus
Communications.
Allen, K. (1993) Maintenance Diffusion at Du Pont: A System Dynamics Perspective. MS
thesis, MIT Sloan School of Management, Cambridge MA 02142 (unpublished).
Allison, J., A. Charnes, W. Cooper, and T. Sueyoshi (1994) Uses of modeling in science
and society, in Wallace, W. (ed.) Ethics in Modeling. White Plains, NY: Pergamon,
11-36.

Andersen, D. and J. Sturis (1988) Chaotic structures in generic management models: Ped-
agogical principles and examples, System Dynamics Review 4( 1-2),218-245.

Anderson, E. (1996) VCR battle of the formats model. Memo, MIT Sloan School of Man-
agement, Cambridge, MA 02142 (unpublished).

Anderson, E., C. Fine, and G. Parker (1996) Upstream volatility in the supply chain: The
machine tool industry as a case study. Working paper, Freeman School of Man-

agement, Tulane University, New Orleans, LA. Available through <http://faculty.
freeman.tulane.edu/gparker/index.htmi> .

925



926

References

Anderson, R. (1994) The Croonian lecture, 1994. Populations, infectious disease and im-
munity: A very nonlinear world, Phil. Trans. of the Royal Society of London B 346,
457-505.

Anderson, R. and W. Dewald (1994) Replication and scientific standards in applied eco-
nomics a decade after the Journal  Money, Credit and Banking project, Federal Re-
serve Bank of St. Louis Review 76(6), 79-83.

Ando, A. and F. Modigliani (1963) The “life-cycle’” hypothesis of saving: Aggregate im-
plications and tests, American Economic Review 53, 55-84.

Angell, J. (1997) Annual and Seasonal Global Temperature Anomalies in the Troposphere
and Low Stratosphere, 1958—1996.Air Resources Laboratory, National Oceanic and
Atmospheric Administration, Silver Spring, MD 20910. Available through <http://
cdiac.esd.ornl.gov/trends/trends.htm>.

Argote, L. and D. Epple (1990) Learning curves in manufacturing. Science 247 (23 Feb)
920-924.

Argyris, C. (1985) Strategy, Change, and Defensive Routines. Boston: Pitman.

Argyris, C., R. Putnam, and D. Smith (1985) Action Science: Concepts, Methods, and
Skills for Research and Intervention. San Francisco: Jossey-Bass.

Argyris, C. and D. Schon (1978) Organizational Learning: A Theory of Action Approach.
Reading, MA: Addison-Wesley.

Argyris, C. and D. Schon (1996) Organizational Learning II, Reading, MA: Addison-
Wesley.

Armstrong, J. (1985) Long Range Forecasting: From Crystal Ball to Computer. New York:
John Wiley.

Arrow, K. (1962) The economic implications of learning by doing, Review of Economic
Studies 29, 155-173.

Arthur, W. (1994) Increasing Returns and Path Dependence in the Economy. Ann Arbor,
MI: University of Michigan Press.

Asch, S. (1951) Effects of group pressure upon the modification and distribution of judg-
ment, in Guetzkow, H. (ed.) Groups, Leadership and Men. Pittsburgh: Carnegie Press.

Asch, S. (1956) Studies of independence and conformity: A minority of one against a unan-
imous majority, Psychological Monographs 70(9).

Atkinson, K. (1985) Elementary Numerical Analysis. New York: John Wiley.

Axelrod, R. (1976) The Structure of Decision: The Cognitive Maps of Political Elites.
Princeton: Princeton University Press.

Ayer, A. (1952) Language, Truth, and Logic. New York: Dover.

Backus, G. (1996) The Dynamics of U.S. Electric Utility Deregulation, U.S. Department of
Energy, Office of Utility Technology, Washington, DC, August 1996.

Bahn, P. and J. Flenley (1992) Easter Island, Earth Island. London: Thames and Hudson.

Bakken, B. (1993) Learning and Transfer of Understanding in Dynamic Decision Envi-
ronments. PhD thesis, MIT Sloan School of Management, Cambridge, MA 02142
(unpublished).

Barabba, V. and N. Pudar (1997) Communication for action: GM’s dialogue decision
process, Strategic Communication Management 1(1), 24-29.

Barhen J., V. Protopopescu, and D. Reister (1997) TRUST A deterministic algorithm for
global optimization, Science 276 (16 May), 1094-1097.

Barlas Y. (1989) Multiple tests for validation of system dynamics type of simulation
models, European Journal of Operational Research 42(1), 59-87.

Barlas Y. (1990) An autocorrelation function-test for output validation, Simulation 55(1),
7-16.

Barlas Y. (1996) Formal aspects of model validity and validation in system dynamics, Sys-
tem Dynamics Review 12(3), 183-210.



References 927

Bass, F. (1969) A new product growth model for consumer durables, Management Science
15,215-227.

Bass, F., T. Krishnan, and D. Jain (1994) Why the Bass model fits without decision vari-
ables, Marketing Science 13(3), 203-223.

Becker, G. (1976) The Economic Approach to Human Behavior. Chicago: University of
Chicago Press.

Beckhard, R. and R. Harris (1987) Organizational Transitions: Managing Complex
Change, 2nd ed. Reading, MA: Addison-Wesley.

Bell, J. and P. Senge (1980) System Dynamics and Scientific Method, in Randers, J. (ed.),
Elements of the System Dynamics Method. Waltham, MA: Pegasus Communications.

Berndt, E. (1991) The Practice of Econometrics: Classic and Contemporary.Reading, MA:
Addison-Wesley.

Bessler, D. and J. Brandt (1992) An analysis of forecasts of livestock prices, Journal of
Economic Behavior and Organization 18(2), 249-263.

Blinder, A. (1997) Distinguished lecture on economics in government: What central
bankers could learn from academics —and vice versa, Journal of Economic Perspec-
tives 11(2), 3-19.

Bomberger, W. and W. Frazer (1981) Interest rates, uncertainty and the Livingston data.
Journal of Finance 36, 66 1-675.

Box, G. and N. Draper (1987) Empirical Model Building and Response Surfaces. New
York John Wiley.

Boyer, C. (1991) A History of Mathematics, 2nd ed. New York: John Wiley.

Brehmer, B. (1980) In one word: Not from experience, Acta Psychologica45,223-241.

Brehmer, B. (1989) Feedback delays and control in complex dynamic systems, in Milling,
P. and E. Zahn (eds.), Computer Based Management of Complex Systems. Berlin:
Springer Verlag, 189-196.

Brehmer, B. (1992) Dynamic decision making: Human control of complex systems. Acta
Psychologica 81, 211-241.

Brown, G. (1992) Improving education in public schools: Innovative teachers to the rescue,
System Dynamics Review (1), 83-90.

Brown, L., C. Flavin, and H. Kane (1992) Vital Signs: 1992.New York: W. W. Norton.

Bruner, J. and L. Postman (1949) On the perception of incongruity: A paradigm, Journal of
Personality 18,206-223.

Buchanan, J. and Y. Yoon (1994) The Return to Increasing Returns. Ann Arbor: University
of Michigan Press.

Bunn, D. and E. Larsen (eds.) (1997) Systems Modelling for Energy Policy. Chichester,
England: John Wiley and Sons.

Bunn, D., E. Larsen, and K. Vlahos (1993) Complementary modelling approaches for
analysing several effects of privatisation on electricity investment, Journal of the Op-
erational Research Society 44(10), 957-971.

Burchill, G. and C. Fine (1997) Time versus market orientation in product concept
development: Empirically-based theory generation, Management Science 43(4),
465-478.

Burden, R. and J. Faires (1989) Numerical Analysis, 4th ed. Boston, MA: PWS-Kent.

Camerer, C. (1981) General conditions for the success of bootstrapping models, Organiza-
tional Behavior and Human Performance 27,411-422.

Carbone, R. and S. Makridakis (1986) Forecasting when pattern changes occur beyond the
historical data, Management Science 32, 257-271.

Carlson, J. (1977) A study of price forecasts, Annals of Economic and Social Measure-
ment 6, 27-56.



928

References

Carroll, J., J. Sterman, and A. Marcus (1998) Playing the maintenance game: How mental
models drive organizational decisions, in Stern, R. and J. Halpern (eds.), Nonrational
Elements of Organizational Decision Making. Ithaca, NY: ILR Press, 99-121.

Cartwright,N. (1983) How the Laws of Physics Lie. Oxford: Clarendon Press.

Cartwright, N. (1991) Replicability, reproducibility and robustness: Comments on Harry
Collins, History of Political Economy 23(1), 142-155.

Caskey, J. (1985) Modeling the formation of price expectations: A Bayesian approach,
American Economic Review 75, 768-776.

Cavaleri, S. and J. Sterman (1997) Towards evaluation of systems thinking interventions:
A case study, System Dynamics Review 13(2), 171-186.

Checkland, P. (1981) Systems Thinking, Systems Practice. Chichester, England: John
Wiley and Sons.

Cheng, P. and R. Nisbett (1985) Pragmatic reasoning schema, Cognitive Psychology 17,
391-416.

Churchman, C. (1973) Reliability of models in the social sciences, Interfaces 4(1), 1-12.

Cobb, J. and H. Daly (1989) For the Common Good. Boston, MA: Beacon Press.

Cohen, J. (1995) How Many People Can the Earth Support? New York: W. W. Norton.

Cohen, J. (1998) AIDS therapies — Exploringhow to get at and eradicate hidden HIV, Sci-
ence 279 (20 Mar), 1854-1855.

Collins, H. (1991) The meaning of replication and the science of economics, History of
Political Economy 23(1), 123-142.

Commodity Research Bureau (various years) The CRB Commodity Yearbook. New York:
John Wiley.

Congressional Budget Office (1993) Estimating the Effects of NAFTA: An Assessment of
the Economic Models and Other Empirical Studies. CIS-J932-27.

Conlisk, J. (1996) Why bounded rationality? Journal of Economic Literature 34, 669-700.

Cooley, P, L. Myers, and D. Hamill (1996) A meta-analysis of estimates of the AIDS in-
cubation distribution, European Journal of Epidemiology 12(3), 229-235.

Cooper, K. (1980) Naval ship production: A claim settled and a framework built, Interfaces
10(6), 20-36.

Cooper, K. (1993a) The rework cycle: Why projects are mismanaged, PM Network (Feb),
Project Management Institute, Newtown Square, PA 19073, 5-7.

Cooper, K. (1993b) The rework cycle: How it really works . . . and reworks . . . , PM Net-
work (Feb), Project Management Institute, Newtown Square, PA 19073, 25-28.

Cooper, K. (1993¢) The rework cycle: Benchmarks for the project manager, Project Man-
agement Journal 24(1), 17-21.

Cooper, K. (1994) The $2,000 hour: How managers influence project performance through
the rework cycle, Project Management Journal 25(1), 11-24.

Cooper, K. and T. Mullen (1993) Swords and plowshares: The rework cycles of de-
fense and commercial software development projects, American Programmer 6(5),
41-51.

Coyle, R. (1985) The use of optimization methods for policy design in a system dynamics
model, System Dynamics Review 1(1), 81-91.

Coyle, R. (1998) The practice of system dynamics: Milestones, lessons and ideas from
30 years of experience, System Dynamics Review 14(4), 343-365.

Croushore, D. (1997) The Livingston survey: Still useful after all these years, Federal Re-
serve Bank of Philadelphia Business Review (Mar-Apr), 15-26.

Cubbin, J. and P. Geroski (1987) The convergence of profits in the long-run: Interfirm and
interindustry comparisons, Journal of Industrial Economics 35(4), 427-442.



References 929

Culotta, E. and D. Koshland (1993) Molecule of the year, Science 262 (24 Dec) 1960.

Cusumano, M., Y. Mylonadis, and R. Rosenbloom (1992) Strategic maneuvering and mass-
market dynamics —The triumph of VHS over Beta, Business History Review 66(1),
51-94.

Cusumano, M. and R. Selby (1995) Microsoft Secrets: How the World’s Most Powerful
Software Company Creates Technology, Shapes Markets, and Manages People.
New York: Free Press.

Cyert, R. and J. March (1963/1992) A Behavioral Theory of the Firm. Englewood Cliffs,
NJ: Prentice Hall, 2nd ed. Cambridge, MA: Blackwell.

David, H. and H. Wright (1971) Abortion legislation: The Romanian experience, Studies in
Family Planning 2(10), 205-210.

Davidsen, P. (1988) A Dynamic Petroleum Life Cycle Model for the United States, 1870-
2050. Technical Documentation. MIT System Dynamics Group Memo D-3974, Cam-
bridge, MA 02139.

Davidsen, P., J. Sterman, and G. Richardson (1990) A petroleum life cycle model for the
United States with endogenous technology, exploration, recovery, and demand, Sys-
tem Dynamics Review 6(1), 66-93.

Davis, H. and R. Hogarth (1992) Rethinking Management Education: A View from
Chicago. Selected paper 72, University of Chicago Graduate School of Business.
Dawes, R. (1979) The robust beauty of improper linear models, American Psychologist 34,

571-582.

de Geus, A. (1997) The Living Company. London: Nicholas Brealey Publishing.

Dewald, W., J. Thursby, and R. Anderson (1986) Replication in empirical economics, the
Journal & Money, Credit, and Bunking project, American Economic Review 76(4),
587-603.

Diacu, F. and P. Holmes (1996) Celestial Encounters: The Origins of Chaos and Stability.
Princeton: Princeton University Press.

Diehl, E. (1994) Managerial microworlds as learning support tools, in Morecroft, J. and
J. Sterman (eds.), Modeling for Learning Organizations. Portland, OR: Productivity
Press, 327-338.

Diehl, E. and J. Sterman (1995) Effects of feedback complexity on dynamic decision mak-
ing, Organizational Behavior and Human Decision Processes 62(2), 198-215.

Di Stefano, J. (1992) Negotiating needs: Using cybernetics and syntonics to rewrite
the script. Proceedings of the 1992 International System Dynamics Conference of the
System Dynamics Society, Utrecht, the Netherlands: The System Dynamics Society.

Doman, A., M. Glucksman, and N. Mass (1995) The dynamics of managing a life insur-
ance company, System Dynamics Review 11(3), 219-232.

Dorner, D. (1980) On the difficulties people have in dealing with complexity, Simulation
and Games 11(1), 87-106.

Dérner, D. (1996) The Logic of Failure. New York Metropolitan Books/Henry Holt.

Downs, A. (1991) What Have We Learned From the 1980°s Experience? Salomon Bros.
Real Estate Investment Report (1 July), p.2.

Downs, A. (1992) Stuck in traffic: Coping with peak-hour traffic congestion. Washington,
DC: Brookings Institution; Cambridge, MA: Lincoln Institute of Land Policy.

Doyle, J. (1997) The cognitive psychology of systems thinking, System Dynamics Review
13(3), 253-265.

Doyle, J. and D. Ford (1998) Mental models concepts for system dynamics research, Sys-
tem Dynamics Review 14(1), 3-29.

Draper, F. and M. Swanson (1990) Learner-directed systems education: A successful ex-
ample, System Dynamics Review 6(2), 209-213.



930

References

Dresch, F. and S. Baum (1973) Analysis of the US and USSR Potential for Economic Re-
covery Following a Nuclear Attack. Menlo Park, CA: Stanford Research Institute.

Dreyfus, H. and S. Dreyfus (1986) Mind over Machine. New York: Free Press.

Dyer, W. (1995) Team Building: Current Issues and New Alternatives. Reading, MA:
Addison-Wesley.

Eberlein, R. (1989) Simplificationand understanding of models, System Dynamics Review
5(1), 51-68.

Eckstein, O. (1981) Core Inflation. Englewood Cliffs, NJ: Prentice-Hall.

Eden, C., S. Jones, and D. Sims (1983) Messing About in Problems. Oxford: Pergamon
Press.

Einhorn, H. and R. Hogarth (1978) Confidence in judgment: Persistence of the illusion of
validity, Psychological Review 85, 395-476.

Einhorn, H. and R. Hogarth (1986) Judging probable cause, Psychological Bulletin 99,
3-19.

Emmerson, R., R. Fretz, and L. Shaw (1995) Writing Ethnographic Fieldnotes. Chicago:
University of Chicago Press.

Epstein, J. and R. Axtell (1996) Growing Artificial Societies: Social Science from the
Bottom Up. Washington, DC: Brookings Institution; Cambridge, MA: MIT Press.
Farman, J, B. Gardiner, and J. Shanklin (1985) Large losses of total ozone in Antarctica

reveal seasonal CIO/NO, interaction, Nature 315,207-210.

Festinger, L. (1957) A Theory of Cognitive Dissonance. Evantson, IL: Row, Peterson.
Fiddaman, T. (1997) Feedback Complexity in Integrated Climate-Economy Models. PhD
thesis, MIT Sloan School of Management, Cambridge, MA 02142 (unpublished).
Finan, J. (1993) System Dynamics Analysis of an Ordering System Used for Commercial
Aircraft Manufacture. MS thesis, MIT Sloan School of Management, Cambridge, MA

02142 (unpublished).

Fine, P. (1993) Herd immunity: History, theory, practice, Epidemiologic Reviews 15(2),
265-302.

Fisher, D. and R. Zaraza (1997) Seamless integration of system dynamics into high school
mathematics: Algebra, calculus, modeling courses. Proceedings of the 15th Inter-
national System Dynamics Conference: Systems Approach to Learning and Education
into the 2 Ist Century, Istanbul, Turkey: Bogazici University Printing Office.

Fisher, I. (1930) The Theory of Interest. New York: MacMillan Press.

Fisher, S. (1986) Stress and Strategy. London: Lawrence Erlbaum Associates.

Ford, A. (1990) Estimating the impact of efficiency standards on the uncertainty of the
Northwest electric system, Operations Research 38(4), 580-597.

Ford, A. (1997) System dynamics and the electric power industry, System Dynamics
Review 13(1), 57-85.

Ford, A. (1999) Modeling the Environment. Washington, DC: Island Press.

Ford, A. and M. Bull (1989) Using system dynamics for conservationpolicy analysis in the
Pacific Northwest, System Dynamics Review 5(1), 1-16.

Ford, D. and J. Sterman (1998a) Expert knowledge elicitation for improving mental and
formal models, System Dynamics Review 14(4), 309-340.

Ford, D. and J. Sterman (1998b) Dynamic modeling of product development processes,
System Dynamics Review 14(1), 31-68.

Forrester, J. W. (1961) Industrial Dynamics. Cambridge: MIT Press; Currently available
from Pegasus Communications: Waltham, MA.

Forrester, J. W. (1964) Modeling the dynamic processes of corporate growth. Proceedings
of the IBM Scientific Computing Symposium on Simulation Models and Gaming.



References 931

Reprinted in Forrester, J.W. (1975a) Collected Papers of Jay W. Forrester. Waltham,
MA: Pegasus Communications.

Forrester, J. W. (1965) A new corporate design, Industrial Management Review 7(1), 5-17.
Reprinted in Forrester, J.W. (1975a) Collected Papers of Jay W. Forrester. Waltham,
MA: Pegasus Communications.

Forrester,J. W. (1968) Market growth as influenced by capital investment, Industrial Man-
agement Review 9(2), 83-105. Also reprinted in Roberts (1978).

Forrester, J. W. (1969) Urban Dynamics. Waltham, MA: Pegasus Communications.

Forrester, J. W. (1971a) Counterintuitive behavior of social systems, Technology Review
73(3), 52-68.

Forrester, J. W. (1971b) World Dynamics. Waltham, MA: Pegasus Communications.

Forrester, J. W. (1973) Confidence in Models of Social Behavior—With Emphasis on Sys-
tem Dynamics Models. MIT System Dynamics Group Memo D-1967, Cambridge,
MA 02139 (unpublished).

Forrester, J. W. (1975a) Collected Papers of Jay W. Forrester. Waltham, MA: Pegasus
Communications.

Forrester, J. W. (1975b) Planning and goal creation, in Forrester, J. W. (1975a) Collected
Papers of Jay W. Forrester. Waltham, MA: Pegasus Communications, 167-174.

Forrester, J. W. (1977) Growth cycles, De Economist 125(4), 525-543.

Forrester, J. W. (1979) An alternative approach to economic policy: Macrobehavior from
Microstructure, in Kamrany, N. and R. Day (eds.), Economic Issues of the Eighties,
Baltimore, MD: Johns Hopkins University Press, 80-108.

Forrester, J. W. (1980) Information sources for modeling the national economy, Journal of
the American Statistical Association, 75(371), 555-574.

Forrester, J. W. (1983) Innovation and economic change, in Freeman, C. (eds.), Long
Waves in the World Economy. London: Butterworths, 126-134.

Forrester, J. W. (1985) “The” model versus a modeling “process,” System Dynamics
Review 1(1), 133-134.

Forrester, J. W. (1987) 14 obvious truths, System Dynamics Review 3(2), 156-159.

Forrester, J. W. (1992) Policies, decisions, and information sources for modeling, European
Journal of Operational Research 59(1), 42-63.

Forrester, J. W., N. Mass, and C. Ryan (1976) The system dynamics national model: Under-
standing socio-economic behavior and policy alternatives, Technological Forecasting
and Social Change 9(1/2), 51-68.

Forrester, J. W. and P. Senge (1980) Tests for building confidence in system dynamics mod-
els, in Legasto, A., J. W. Forrester, and J. Lyneis (eds.) (1980) System Dynamics.
TIMS Studies in the Management Sciences 14. New York: North-Holland, 209-228.

Forrester, N. (1982) A Dynamic Synthesis of Basic Macroeconomic Theory: Implications
for Stabilization Policy Analysis. PhD thesis, MIT Sloan School of Management,
Cambridge, MA 02142 (unpublished).

Frankel, J. and K. Froot (1987) Using survey data to test standard propositions regarding
exchange rate expectations, American Economic Review 77(1), 133-53.

Franses, P. (1998) Time Series Models for Business and Economic Forecasting. Cam-
bridge, England: Cambridge University Press.

Friedman, M. (1956/1973) Studies in the Quantity Theory of Money. Chicago: University
of Chicago Press.

Friedman, M. (1957) A Theory of the Consumption Function. Princeton: Princeton Uni-
versity Press.

Frisch, R. (1933/1965) Propagation problems and impulse problems in dynamic econom-
ics, in Economic Essays in Honor of Gustav Cassel. London: George Allen and



932

References

Unwin. Reprinted in Gordon, R. and L. Klein (eds.) (1965) Readings in Business
Cycle Theory. Homewood, IL: Irwin, 155-185.

Froot, K., D. Scharfstein, and J. Stein (1992) Herd on the street: Informational inefficien-
cies in a market with short-term speculation, Journal of Finance 47(4), 1461-1484.

Galbraith, C. and G. Merrill (1992) The politics of forecasting: Managing the truth, Cali-
fornia Management Review 38(2), 29-43.

Galbraith, J. (1988) The Great Crash, 1929. Boston, MA: Houghton Mifflin.

Gardiner, L. and R. Shreckengost (1987) A system dynamics model for estimating heroin
imports into the United States, System Dynamics Review 3(1), 8-27.

Garnett G. and R. Anderson (1996) Sexually transmitted diseases and sexual behavior: In-
sights from mathematical models, Journal of Infectious Diseases 174 (Supplement),
S150-S161.

Garud, R. and M. Rappa (1994) A socio-cognitivemodel of technology evolution: The case
of cochlear implants, Organization Science 5(3), 344-362.

Gentner, D. and A. Stevens (1983) Mental Models. Hillsdale, NJ: Lawrence Erlbaum
Associates.

Gerlow, M., S. Irwin, and T. Liu (1993) Economic evaluation of commodity price fore-
casting models, International Journal of Forecasting 9(3), 387-397.

Gibbs, W. (1997) Transportation’sperennial problems, Scientific American (Oct), 54-57.

Gillette, R. (1974) Oil and gas resources: Did USGS gush too high? Science 185 (12 July),
127-130.

Glaser, B. and A. Strauss (1967) The Discovery of Grounded Theory. Chicago: Aldine.

Goldratt, E. and J. Cox (1986) The Goal: A Process of Ongoing Improvement, revised ed.
Croton on Hudson, NY: North River Press.

Goliike, U., R. Landeen, and D. Meadows (1981a) A simulation model of drinking behav-
ior, British J. of Addiction 76(3), 289-298.

Goliike, U., R. Landeen, and D. Meadows (1981b) The dynamics of alcoholism, in
Paulre, B. (ed.), System Dynamics and the Analysis of Change. Amsterdam: North-
Holland (215-231).

Gordon, R., (ed.) (1986) The American Business Cycle: Continuity and Change. National
Bureau of Economic Research Studies in Business Cycles Series, Vol. 25. Chicago:
University of Chicago Press.

Gould, J., (ed.) (1993) Systems Thinking in Education, System Dynamics Review (special
issue) 9(2).

Gould, S. (1990) Wonderful Life. New York: W. W. Norton.

Goulden, M. et al. (1998) Sensitivity of boreal forest carbon balance to soil thaw, Science
279 (9 Jan), 214-217.

Graham, A. (1977) Principles on the Relationship between Structure and Behavior of
Dynamic Systems. PhD thesis, MIT, Cambridge, MA 02139 (unpublished).

Graham, A. and P. Senge (1980) A long wave hypothesis of innovation, Technological
Forecasting and Social Change 17,283-311.

Granger, C. and P. Newbold (1977) Forecasting Economic Time Series. New York: Aca-
demic Press.

Green, E. and R. Porter (1984) Noncooperative collusion under imperfect price informa-
tion, Econometrica 52(1), 87-100.

Greenberger, M., M. Crenson, and B. Crissey (1976) Models in the Policy Process. New
York: Russell Sage Foundation.

Greene, W. (1993) Econometric Analysis, 2nd ed. New York: Macmillan.

Grinspoon, L. and J. Bakalar (1985) Cocaine: A Drug and Its Social Evolution, revised ed.
New York: Basic Books.



References 933

Gross, D. and C. Harris (1998) Fundamentals of Queueing Theory, 3rd ed. New York John
Wiley.

Gruber, H. (1992) The learning curve in the production of semiconductor memory chips,
Applied Economics 24, 885-894.

Guvenen, O., W. Labys, and J-B Lesourd (1991) International Commodity Market Models:
Advances in Methodology and Applications. London: Chapman and Hall.

Halford, G. (1993) Children’s Understanding: The Development of Mental Models. Hills-
dale, NJ: Lawrence Erlbaum Associates.

Hall, R. (1976) A system pathology of an organization: The rise and fall of the old Satur-
day Evening Post, Administrative Science Quarterly 21(2), 185-211.

Hamel, G. and C. Prahalad (1993) Strategy as stretch and leverage, Harvard Business
Review 71(2), 75-84.

Hamilton, M. (1980) Estimating lengths and orders of delays in system dynamics models,
in Randers, J. (ed.), Elements of the System Dynamics Method. Waltham, MA: Pega-
sus Communications, 162-183.

Hansen, M. (1995) Do new highways generate traffic? Access 7 (Fall), 16-22.

Hardin, G. (1968) The tragedy of the commons, Science 162 (13 Dec), 1243-1248.

Haxholdt, C., C. Kampmann, E, Mosekilde, and J. Sterman (1995) Mode locking and en-
trainment of endogenous economic cycles, System Dynamics Review 11(3), 177-198.

Hayes, D. and A. Schmitz (1987) Hog cycles and countercyclical production response,
American Journal of Agricultural Economics 69(4), 762-70.

Heidenberger K. and M. Roth (1998) Taxonomies in the strategic management of health
technology: The case of multiperiod compartmental HIV/AIDS policy models, Inter-
national Journal of Technology Management 15(3-5), 336-358.

Hellekalek, P. (1998) Good random number generators are (not so) easy to find, Mathe-
matics and Computers in Simulation46 (5-6), 485-505.

Henderson, R. and K. Clark (1990) Architectural innovation: the reconfiguration of exist-
ing product technologies and the failure of established firms, Administrative Science
Quarterly 35(1), 9-30.

Hermann, K. and J. Link (1990) The Thoroughbred Horseracing Industry: A System Dy-
namics Perspective, MS thesis, MIT Sloan School of Management, Cambridge, MA
02142 (unpublished).

Hernandez, K. (1990) Learning in Real Estate: The Role of the Development System in
Creating Oversupply. MS thesis, MIT Sloan School of Management, Cambridge, MA
02142 (unpublished).

Hines, J. (1987) Essays in Behavioral Economic Modeling. PhD thesis, MIT Sloan School
of Management, Cambridge, MA 02142 (unpublished).

Hogarth, R. (1981) Beyond discrete biases: Functional and dysfunctional aspects of judg-
mental heuristics, Psychological Bulletin 90, 197-217.

Hogarth, R. (1987) Judgement and Choice, 2nd ed. Chichester, England: John Wiley
and Sons.

Hogarth, R. and M. Reder (eds.) (1987) Rational Choice. Chicago: University of Chicago
Press.

Holder, H., and J. Blose (1987) Reduction of community alcohol problems: Computer sim-
ulation experiments in three counties, Journal of Studies on Alcohol 48(2), 124-135.

Holt, C., F. Modigliani, J. Muth, and H. Simon (1960) Planning Production, Inventories,
and Workforce. Englewood Cliffs, NJ: Prentice-Hall.

Homer, J. (1979a) Home insurance in a changing residential community: A system dy-
namics approach and case study. MIT System Dynamics Group Memo D-3180, Cam-
bridge, MA 02142.



934

References

Homer, J. (1979b) INSUR1: A dynamic model of property insurance coverage in an urban
neighborhood. MIT System Dynamics Group Memo D-3 120, Cambridge, MA 02142.

Homer, J. (1983a) A Dynamic Model for Analyzing the Emergence of New Medical Tech-
nologies. PhD thesis, MIT Sloan School of Management, Cambridge, MA 02142
(unpublished).

Homer, J. (1983b) Partial-model testing as a validation tool for system dynamics, Proceed-
ings of the 1983 Intl. System Dynamics Conference, Chestnut Hill, MA: System
Dynamics Society.

Homer, J. (1985) Worker burnout: A dynamic model with implications for prevention and
control, System Dynamics Review 1(1), 42-62.

Homer, J. (1987) A diffusion model with application to evolving medical technologies,
Technological Forecasting and Social Change 31(3), 197-218. Also chapter 9 in
Richardson, G. (ed.) (1996) Modeling for Management, Vol. 2. Aldershot, UK: Dart-
mouth Publishing Co.

Homer, J. (1993) A system dynamics model of national cocaine prevalence, System
Dynamics Review 9(1), 49-78.

Homer, J. (1996) Why we iterate: Scientific modeling in theory and practice, System
Dynamics Review 12(1), 1-19.

Homer, J. (1997) Structure, data and compelling conclusions: Notes from the field (1997
Jay W. Forrester Award Lecture), System Dynamics Review 13(4), 293-309.

Homer, J. (1999) Macro-and micro-modeling of field service dynamics, System Dynamics
Review 15(2), 139-162.

Homer, J., E. Roberts, A. Kasabian, and M. Varrel (1982) A systems view of the smoking
problem, Intl. Journal of Biomedical Computing 13, 69-86.

Homer, J, J. Sterman, B. Greenwood, and M. Perkola (1993) Delivery time reduction
in pulp and paper mill construction projects: A dynamic analysis of alternatives, in
Zepeda, E. and J. Machuca (eds.), Proceedings of the 1993 International System
Dynamics Conference, Albany, NY System Dynamics Society.

Hoyt, H. (1933) One Hundred Years of Land Values in Chicago. Chicago: University of
Chicago Press.

Hubbard, R. and D. Vetter (1991) Replications in the finance literature: An empirical study,
Journal of Business and Economics 30(4), 70-81.

Hubbard, R. and D. Vetter (1992) The publication incidence of replications and critical
commentary in economics, The American Economist 36(1), 29-34.

Hubbert, M. (1962) Energy Resources: Washington: National Academy of Sciences, Na-
tional Research Council 1000-D.Reprinted as National Technical Information Service
PB-222401 (1973).

Hubbert, M. (1975) Hubbert estimates from 1956 to 1974 of U.S. oil and gas, in Grenon,
M. (ed.), Methods and Models for Assessing Energy Resources. Oxford: Pergamon.

Institute of Shipping Economics and Logistics (various years) Shipping Statistics Year-
book. Bremen, Germany: ISL.

IPCC (1996) Climate Change 1995. 3 vols. Cambridge: Cambridge University Press. See
also <http://www.ipcc.ch/>.

Isaacs, W. and P. Senge (1992) Overcoming limits to learning in computer-based learning
environments, European Journal of Operational Research 59(1), 183-196. Also chap-
ter 11in Morecroft, J. and J. Sterman (1994) Modeling for Learning Organizations.
Portland, OR: Productivity Press.

Jacobs, R. and Jones. R. (1980) Price expectations in the United States: 1947-1975, Amer-
ican Economic Review 70,269-277.

Janis, I. (1982) Groupthink: Psychological Studies of Policy Decisions and Fiascoes, 2nd
ed. Boston: Houghton Mifflin.



References 935

Joglekar, N. (1996) The Technology Treadmill: Managing Product Performance and Pro-
duction Ramp-Up in Fast-Paced Industries. PhD thesis, MIT Sloan School of Man-
agement, Cambridge, MA 02142 (unpublished).

Johnson, N. and S. Kotz (1977) Urn Models and Their Application. New York: John Wiley.

Johnson-Laird, P. (1983) Mental Models: Toward a Cognitive Science of Language, Infer-
ence, and Consciousness. Cambridge, England: Cambridge University Press.

Joint Economic Committee (1982) Three Large Scale Model Simulations of Four Money
Growth Scenarios. Prepared for Subcommittee on Monetary and Fiscal Policy, 97th
Congress, 2nd Session, Washington, DC.

Jones, A. and N. Repenning (1997) Sustaining Process Improvement at Harley-Davidson.
Case study, MIT System Dynamics Group, Cambridge, MA 02142. Available from
<http://web.mit.edu/nelsonr/www >.

Jones, P., T. Wigley, and P. Wright (1997) Global and Hemispheric Annual Temperature
Variations between 1854 and 1991. Climatic Research Unit, University of East Anglia
Norwich, United Kingdom: Available through <http://cdiac.esd.ornl.gov/trends/
trends.htm>>.

Jorgenson, D., J. Hunter, M. Nadiri (1970) The predictive performance of econometric
models of quarterly investment behavior, Econometrica 38,213-224.

Kahneman, D., J. Knetsch, R. Thaler (1986) Fairness as a constraint on profit seeking:
Entitlements in the market, American Economic Review 76(4), 728-41.

Kahneman, D., P. Slovic, and A. Tversky (1982) Judgment Under Uncertainty: Heuristics
and Biases. Cambridge, England: Cambridge University Press.

Kampmann, C. (1991) Replication and revision of a classic system dynamics model—
critique of “Population-control mechanisms in a primitive agricultural society,” Sys-
tem Dynamics Review 7(2), 159-198.

Kampmann, C. (1996) Feedback loop gains and system behavior. Working paper, Techni-
cal University of Denmark, Lyngby.

Kampmann, C. and J. Sterman (1998) Feedback complexity, bounded rationality, and mar-
ket dynamics. Working paper, System Dynamics Group, MIT Sloan School of Man-
agement, Cambridge, MA 02142.

Karnopp, D., D. Margolis, and R. Rosenberg (1990) System Dynamics: A Unified Ap-
proach. New York: John Wiley.

Kay, J. (1997) Asphalt Nation: How the Automobile Took Over America and How We Can
Take It Back. New York Crown Publishers.

Keating, E., R. Oliva, N. Repenning, S. Rockart, and J. Sterman (1999) Overcoming the
improvement paradox, European Management Journal 17(2), 120-134.

Keeling, C. (1997) CO, emissions from fossil fuels, Scripps Institution of Oceanography,
University of California, La Jolla, California USA 92093-0220: Available through
<http://cdiac.esd.ornl.gov/trends/trendstm>.

Keeling, C. et al. (1997) Atmospheric CO, Concentrations—Mauna Loa Observatory,
Hawaii, 1958-1996: Available through <http://cdiac.esd.ornl.gov/trends/trends.htm>.

Kermack, W. and A. McKendrick (1927) Contributions to the mathematical theory of epi-
demics, Proceedings of the Royal Society, 115A 700-721. Reprinted, Bulletin of Math-
ematical Biology (1991) 53(1-2), 33-55.

Kerr, R. (1998) Signs of past collapse beneath Antarctic ice, Science 281 (3 July), 17-19.

Kestenbaum, D. (1999) Death by the numbers, Science 283 (26 Feb), 1244-1247.

Keyfitz, N. (197711985) Applied Mathematical Demography, 2nd ed. New York: Springer
Verlag.

Khazzoom, J. (1971) The FPC staff’s econometric model of natural gas supply in the
United States, Bell Journal of Economics and Management Science 2(1), 51-93.



936

References

Kim, D. (1989) Learning laboratories: Designing a reflective learning environment, in
Milling, P. and E. Zahn (eds.), Computer-Based Management of Complex Systems.
Berlin: Springer, 327-334.

Kim, D. (1992) Systems Archetypes. Toolbox Reprint Series, Waltham, MA: Pegasus
Communications.

Kim, D. and P. Senge (1994) Putting systems thinking into practice, System Dynamics
Review 10(2-3), 277-290.

Kindleberger, C. (1978) Manias, Panics, and Crashes: A History of Financial Crises. New
York: Basic Books.

Kirch, P. (1984) The Evolution of the Polynesian Chiefdoms. Cambridge, MA: Cambridge
University Press.

Kirch, P. (1997) Microcosmic histories: Island perspectives on ‘global’ change, American
Anthropologist 99(1), 30-42.

Klayman, J. and Y. Ha (1987) Confirmation, disconfirmation, and information in hypothe-
sis testing, Psychological Review 94, 211-28.

Kleiner, A. and G. Roth (1997) How to make experience your company’s best teacher, Har-
vard Business Review 75(5), 172-177.

Kleinmuntz, D. and J. Thomas (1987) The value of action and inference in dynamic deci-
sion making, Organizational Behavior and Human Decision Processes 39(3), 341-364.

Klopfenstein B. (1989) Forecasting consumer adoption of information technology and
services—lessons from home video forecasting, Journal of the American Society for
Information Science 40(1), 17-26.

Koyck, L. (1954) Distributed Lags and Investment Analysis. Amsterdam: North Holland.

Krugman, P. (1979) Increasing returns, monopolistic competition, and international trade,
Journal of International Economics 9(4), 469-79.

Kuhn, T. (1970) The Structure of Scientific Revolutions, 2nd ed. Chicago: University of
Chicago Press.

Kurian, G. (1994) Datapedia of the United States, 1790-2000: America Year by Year. Lan-
ham, MD: Bernan Press.

Kuznets, S. (1953) Economic Change. New York: W. W. Norton.

Lakatos, I. (1976) Proofs and Refutations. Cambridge, England: Cambridge University
Press.

Lane, D. (1994) With a little help from our friends: How system dynamics and “soft” OR
can learn from each other, System Dynamics Review 10(2-3), 101-134.

Langley, P., H. Simon, G. Bradshaw, and J. Zytkow (1987) Scientific Discovery: Compu-
tational Explorations of the Creative Processes. Cambridge, MA: MIT Press.

Lant, T. (1992) Aspiration level adaptation: An empirical exploration, Management Sci-
ence 38(5), 623-644.

Leamer, E. (1983) Let’s take the con out of econometrics, American Economic Review
73(1), 31-43.

Ledet, W. (1999) Engaging the entire organizationkey to improvingreliability, Oil and Gas
Journal 97(21), p. 54-57.

Lee, E. (1992) Statistical Methods for Survival Data Analysis, 2nd ed. New York: John
Wiley.

Levin, G., G. Hirsch, and E. Roberts (1975) The Persistent Poppy: A Computer Aided
Search for Heroin Policy. Cambridge, MA: Ballinger.

Levin, G., G. Hirsch, and E. Roberts (1978) Narcotics and the community: A system sim-
ulation, in Roberts, E. (ed.), Managerial Applications of System Dynamics. Waltham,
MA: Pegasus Communications.

Levine, R. and H. Fitzgerald (1992) Analysis of Dynamic Psychological Systems (2 vols.).
New York Plenum Press.



References 937

Lichtenstein, S. and B. Fischoff (1977) Do those who know more also know more about
how much they know, Organizational Behavior and Human Performance 20,159-183.

Lichtenstein, S., B. Fischoff, and L. Phillips (1982) Calibration of probabilities: The state
of the art to 1980, in Kahneman, D., P. Slovic and A. Tversky (eds.), Judgment Under
Uncertainty: Heuristics and Biases. Cambridge, England: Cambridge University Press.

Liebowitz, S. and S. Margolis (1990) The fable of the keys, Journal of Law and Eco-
nomics 33 (April).

Lotka, A. (1956) Elements of Mathematical Biology. New York: Dover Publications.

Low, G. (1980) The multiplier-accelerator model of business cycles interpreted from a
system dynamics perspective, in Randers, J. (ed.), Elements of the System Dynamics
Method. Waltham, MA: Pegasus Communications.

Lucas, R. (1996) Nobel lecture: Monetary neutrality, Journal of Political Economy 104(4),
661.

Lynch, M. (1994) Bias and theoretical error in long-term oil market forecasting, in
Moroney, J. (ed.), Advances in the Economics of Energy and Natural Resources. Stam-
ford, CT: JAI Press.

Lyneis, J. (1980) Corporate Planning and Policy Design. Waltham, MA: Pegasus Commu-
nications.

MacCoun, R. and P. Reuter (1997) Interpreting Dutch cannabis policy: Reasoning by
analogy in the legalization debate, Science 278 (3 Oct), 47-52.

Machiavelli, N. (1979) Discourses, in Bondanella, P. and M. Musa (eds. and trans.), The
Portable Machiavelli. New York: Viking Press.

Mabhajan, V., E. Muller, and F. Bass (1990) New product diffusion models in marketing:
A review and directions for research, Journal of Marketing 54(1), 1-26.

Makridakis, S., et al. (1982) The accuracy of extrapolation (time series) methods: Results
of a forecasting competition, Journal of Forecasting 1(2), 111-153.

Makridakis, S., et al. (1984) The Forecasting Accuracy of Major Time Series Methods.
Chichester, England: John Wiley and Sons.

Makridakis, S., et al. (1993) The M2 competition: A real time judgmentally based fore-
casting study, International Journal of Forecasting 9(1), 5-22.

Malakoft, D. (1997) Thirty Kyotos needed to control warming, Science 278 (19 Dec),
2048.

Mandinach, E. and H. Cline (1994) Classroom Dynamics: Implementing a Technology-
Based Learning Environment. Hillsdale, NJ: Lawrence Erlbaum Associates.

Mann, C. (1994) Radiation: Balancing the record, Science 263 (28 Jan), 470-473.

March J., L. Sproull, and M. Tamaz (1991) Learning from samples of one or fewer, Orga-
nization Science 2(1), 58-70.

Marchetti, C. (1980) Society as a learning system: Discovery, invention, and innovation
cycles revisited, Technological Forecasting and Social Change 18,267-282.

Maron, M. (1987) Numerical Analysis: A Practical Approach, 2nd ed. New York:
MacMillan.

Mass, N. (ed.) (1974) Readings in Urban Dynamics, Vol. 1. Waltham, MA: Pegasus Com-
munications.

Mass, N. (1975) Economic Cycles: An Analysis of Underlying Causes. Cambridge, MA:
MIT Press.

Mass, N. (1980) Stock and flow variables and the dynamics of supply and demand, in
Randers, J. (ed.), Elements of the System Dynamics Method. Waltham, MA: Pegasus
Communications.

Mass, N. (1991) Diagnosing surprise model behavior: A tool for evolving behavioral and
policy insights, System Dynamics Review 7(1), 68-86.



938

References

Masuch, M. (1985) Vicious circles in organizations, Administrative Science Quarterly
30(1), 14-33.

Mayer, T. (1960) Plant and equipment lead times, Journal of Business 33, 127-132.

McCloskey, D. (1994) Knowledge and Persuasion in Economics. Cambridge, England:
Cambridge University Press.

McPhee, J. (1989) The Control of Nature. New York: Farrar, Straus Giroux.

Meadows, D. H. (1980) The unavoidable a priori, in Randers, J. (ed.), Elements of the
System Dynamics Method. Waltham, MA: Pegasus Communications.

Meadows, D. H. (1982) Whole earth models and systems, CoEvolution Quarterly, Summer,
98-108.

Meadows, D. H. (1989) System dynamics meets the press, System Dynamics Review 5(1),
68-80.

Meadows, D. H., D. L. Meadows, and J. Randers (1992) Beyond the Limits. Post Mills,
VT Chelsea Green Publishing Company.

Meadows, D. H., D. L. Meadows, J. Randers, and W. Behrens (1972) The Limits to
Growth. New York: Universe Books.

Meadows, D. H., et al. (1974) Dynamics of Growth in a Finite World. Waltham, MA:
Pegasus Communications.

Meadows, D. H., J. Richardson, and G. Bruckmann (1982) Groping in the Dark. Chich-
ester, England: John Wiley and Sons.

Meadows, D. H. and J. Robinson (1985) The Electronic Oracle: Computer Models and
Social Decisions. Chichester, England: John Wiley and Sons.

Meadows, D. L. (1970) Dynamics of Commodity Production Cycles. Waltham, MA:
Pegasus Communications.

Meadows, D. L., T. Fiddaman, and D. Shannon (1993) Fish Banks, Ltd. A Micro-computer
Assisted Group Simulation That Teaches Principles of Sustainable Management of
Renewable Natural Resources, 3rd ed. Laboratory for Interactive Learning, University
of New Hampshire, Durham, NH 03824.

Meadows, D. L. and D. H. Meadows (eds.) (1973) Toward Global Equilibrium: Collected
Papers. Waltham, MA: Pegasus Communications.

Merton, R. (1948/1968) The self-fulfillingprophecy, Antioch Review (Summer), 193-210.
Reprinted in Merton, R. K. (1968) Social Theory and Social Structure. New York:
Free Press.

Michael, D. (1997) Learning to Plan and Planning to Learn, 2nd ed. Alexandria, VA: Miles
River Press.

Miller, G. (1956) The magical number seven, plus or minus two: Some limits on our
capacity for processing information, Psychological Review 63, 81-96.

Miller J. (1998)Active nonlinear tests (ANTs) of complex simulationmodels, Management
Science 44(6), 820-830.

Miller, P. (ed.) (1994) The Rational Expectations Revolution: Readings from the Front
Line. Cambridge, MA: MIT Press.

Mitchell, B. (1975) European Historical Statistics: 1750-1970.New York: Columbia Uni-
versity Press.

Modis, T. (1992) Predictions. New York: Simon and Schuster.

Mojtahedzadeh, M. (1997) A Path Taken: Computer-AssistedHeuristics for Understanding
Dynamic Systems. PhD thesis, Rockefeller College of Public Affairs and Policy, Uni-
versity at Albany, State University of New York, Albany, NY 12222 (unpublished).

Molina, M. and F. Rowland (1974) Stratospheric sink for chlorofluoromethanes: Chlorine
atom-catalysed destruction of ozone, Nature 249, 810-812.

Montgomery, M. (1995) “Timeto Build” completion patterns for nonresidential structures,

1961-1991,Economics Letters 48, 155-163.



References 939

Moore, G. (1983) Business Cycles, Inflation, and Forecasting, 2nd ed. National Bureau of
Economic Research Studies in Business Cycles, No. 24. Cambridge, MA: Ballinger.

Morecroft, J. (1982)A critical review of diagramming tools for conceptualizing feedback
models, Dynamica 8(I), 20-29.

Morecroft, J. (1983) System dynamics: Portraying bounded rationality, Omega 11(2)
131-142.

Morecroft, J. (1985) Rationality in the analysis of behavioral simulation models, Manage-
ment Science 31(7), 900-916.

Morecroft, J. and J. Sterman, (eds.) (1994)Modeling for Learning. Portland, OR: Produc-
tivity Press.

Mosekilde, E. (1996)Topics in Nonlinear Dynamics: Applications to Physics, Biology and
Economic Systems. Singapore: World Scientific.

Mosteller, F. (1981)Innovation and evaluation, Science 211 (27Fcb) 881-886.

Mowry, G. (1958)The Era of Theodore Roosevelt and the Birth of Modern America.
New York Harper and Row.

Moxnes, E. (1992)Positive feedback economics and the competition between “hard” and
“soft” energy supplies, Journal of Scientific and Industrial Research 51,257-265.

Mueller, D. (1977) The persistence of profits above the norm, Economica 44(176),
369-380.

Mueller, D. (1986) Profits in the Long Run. Cambridge, England: Cambridge University
Press.

Mullineaux. D. (1978)On testing for rationality: Another look at the Livingston price ex-
pectations data, Journal of Political Economy 86,329-336.

Mundlak, Y. and H. Huang (1996)International comparisons of cattle cycles, American
Journal of Agricultural Economics 78(4), 855-868.

Murray, J. (1993)Mathematical Biology, 2nd ed. Berlin: Springer-Verlag.

Muth, J. (1961)Rational expectations and the theory of price movements, Econometrica
29,315-335.

Naill, R. (1973)The discovery life cycle of a finite resource: A case study of U.S. natural
gas, in Meadows, D. L. and D. H. Meadows (eds.), Toward Global Equilibrium: Col-
lected Papers. Waltham, MA: Pegasus Communications, 213-256.

Naill, R. (1977) Managing the Energy Transition. Cambridge, MA: Ballinger Publish-
ing Co.

Naill, R. (1992) A system dynamics model for national energy policy planning, System
Dynamics Review 8(1), 1-20.

Naill, R., S.Belanger, A. Klinger, and E. Petersen (1992)An analysis of the cost effective-
ness of US energy policies to mitigate global warming, System Dynamics Review
8(2), 111-128.

Neftel, A. et al. (1994)Historical CO, Record from the Siple Station Ice Core. Physics
Institute, University of Bern, CH-3012 : Bern, Switzerland.

Nelson, C. and S.Peck (1985)The NERC Fan: Aretrospective analysis of the NERC sum-
mary forecasts, Journal of Business and Economic Statistics 3(3), 179-187.

Nelson, R. and S. Winter (1982) An Evolutionary Theory of Economic Change. Cam-
bridge, MA: Belknap Press of Harvard University Press.

Nerlove, M. (1958)Adaptive expectations and the cobweb phenomenon, Quarterly Journal
of Economics 72,227-240.

Nisbett, R and T. Wilson (1977)Telling more than we can know: Verbal reports on mental
processes, Psychological Review 84,231-259.

Nord, O. (1963)Growth of a New Product: Effects of Capacity Acquisition Policies. Cam-
bridge, MA: MIT Press.



940

References

Nordhaus, W. (1992a) The “DICE’ model: Background and structure of a dynamic inte-
grated climate-economy model of the economics of global warming. Cowles Founda-
tion Discussion Paper No. 1009.New Haven, C T Cowles Foundation for Research in
Economics.

Nordhaus, W. (1992b) An optimal transition path for controlling greenhouse gases, Science
258 (20 Nov), 1315-1319.

Nordhaus, W. (1994) Expert opinion on climatic change, American Scientist 82(1), 45-51.

Northcraft, G. and M. Neale (1987) Experts, amateurs, and real estate: An anchoring-and-
adjustment perspective on property pricing decisions, Organizational Behavior and
Human Decision Processes 39, 84-97.

Nyhart, J. and D. Smarasan (1990) Generic computer tools as aids in negotiation: The is-
sue of user adoption. Proceedings of the 1990 International Systems Dynamics Con-
ference, Chestnut Hill, MA: International System Dynamics Society.

Ogata, K. (1997) Modern Control Engineering, 3rd ed. Upper Saddle River, NJ: Prentice
Hall.

Oliva, R. (1996) A Dynamic Theory of Service Delivery: Implications for Managing Ser-
vice Quality. PhD thesis, MIT Sloan School of Management, Cambridge, MA 02142
(unpublished).

Oreskes, N., K. Shrader-Frechette, and K. Belitz (1994) Verification, validation, and con-
firmation of numerical models in the earth sciences, Science 263 (4 Feb), 641-646.

Oskamp, S. (1965) Overconfidence in case study judgments, Journal of Consulting Psy-
chology 29,261-265. Also in Kahneman, Slovic, and Tversky (eds.), Judgment Under
Uncertainty: Heuristics and Biases. Cambridge, England: Cambridge University Press,
287-293.

Packer, D. (1964) Resource Acquisition in Corporate Growth. Cambridge, MA: MIT Press.

Paich, M. and J. Sterman (1993) Boom, bust, and failures to learn in experimental markets,
Management Science 39(12), 1439-1458.

Papadopoulos, H. (1993) Queueing Theory in Manufacturing Systems Analysis and De-
sign. New York: Chapman and Hall.

Papert, S. (1980) Mindstorms. New York: Basic Books.

Parker, P. (1994) Aggregate diffusion forecasting models in marketing: A critical review,
International Journal of Forecasting 10(2), 353-380.

Parkinson, C. (1957) Parkinson’s Law, and Other Studies in Administration. Boston, MA:
Houghton Mifflin.

Partee, J. (1993) Heavy Boots. Personal communication from partee@iastate.edu.

Pearce, D. (1979) Comparing survey and rational measures of expected inflation. Journal
of Money, Credit, and Banking 11,447-456.

Peek, J. and J. Wilcox (1984) The degree of fiscal illusion in interest rates: Some direct
estimates, American Economic Review 74, 1061-1066.

Pesando, J. (1975) A note on the rationality of the Livingston price expectations, Journal of
Political Economy 83, 849-858.

Peterson, D. and R. Eberlein (1994) Reality check: A bridge between systems thinking and
system dynamics, System Dynamics Review 10(2-3), 159-174.

Peterson, I. (1993) Newton’s Clock: Chaos in the Solar System. New York: W. H. Freeman.

Phelps-Brown, E. (1972) The underdevelopment of economics, The Economic Journal 82
(325), 1-10.

Phillips, A. (1954) Stabilization policy in a closed economy, Economic Journal 64(254),
290-323.

Picardi, A. and W. Seifert (1976) A tragedy of the commons in the Sahel, Technology Re-
view, 78(6), p. 42-51.



References 941

Pindyck, R. and J. Rotemberg (1983) Dynamic factor demands and the effects of energy
price shocks, American Economic Review 73(5), 1066-1079.

Plous, S. (1993) The Psychology of Judgment and Decision Making. New York: McGraw
Hill.

Powers, W. (1973) Feedback: Beyond behaviorism, Science 179 (26 Jan), 351-356.

Prabhu, N. (1997) Foundations of Queueing Theory. Boston, MA: Kluwer Academic
Publishers.

Prusiner, S. (1997) Prion diseases and the BSE crisis, Science 278 (10 Oct), 245-251.

Randers, J. (ed.) (1980) Elements of the System Dynamics Method. Waltham, MA: Pega-
sus Communications.

Rappaport, R. (1968/1984) Pigs for the Ancestors: Ritual in the Ecology of a New Guinea
People, revised ed. New Haven: Yale University Press.

Rassekh, F. and B. Wilbratte (1990) The effect of import price changes on domestic infla-
tion: An empirical test of the ratchet effect, Journal of Money, Credit and Banking
22(2), 263-267.

Rayward-Smith, V., et al. (eds.) (1996) Modern Heuristic Search Methods. Chichester,
England: John Wiley and Sons.

Reagan-Cirincione, P., S. Schuman, G. Richardson, and S. Dorf (1991) Decision modeling:
Tools for strategic thinking, Interfaces 21(6), 52-65.

Redman, D. (1994) Karl Popper’s theory of science and econometrics: The rise and decline
of social engineering, Journal of Econnomic Issues 28(1), 67-99.

Reichelt, K. and J. Sterman (1990) Halter Marine: A Case Study in the Dangers of Litiga-
tion. System Dynamics Group, MIT Sloan School of Management, Cambridge, MA
02142.

Repenning, N. and J. Sterman (1999) Getting quality the old fashioned way: Self-confirm-
ing attributions in the dynamics of process improvement, in Scott, R. and R. Cole
(eds.), The Quality Movement and Organizational Theory. Newbury Park, CA: Sage.

Richards, J. (1959) A flexible growth function for empirical use, Journal of Experimental
Botany 10,290-300.

Richardson, G. (1983) Heroin addiction and its impact on the community, in Roberts, N.
(ed.), Introduction to Computer Simulation, a System Dynamics Approach. Reading,
MA: Addison-Wesley.

Richardson, G. (1986a) Problems with causal loop diagrams, System Dynamics Review
2(2), 158-170.

Richardson, G. (1986b) Dominant structure, System Dynamics Review 2(1), 68-75.

Richardson, G. (1991) Feedback Thought in Social Science and Systems Theory. Philadel-
phia: University of PennsylvaniaPress; also Waltham, MA: Pegasus Communications.

Richardson, G. (1995) Loop polarity, loop dominance, and the concept of dominant polar-
ity, System Dynamics Review 11(1), 67-88.

Richardson, G. (1996) Modelling for Management (2 vols.). Aldershot, UK: Dartmouth
Publishing Co.

Richardson, G. (1997) Problems in causal loop diagrams revisited, System Dynamics
Review 13(3), 247-252.

Richmond, B. (1987) The Strategic Forum: From Vision to Operating Policies and Back
Again. High Performance Systems, 45 Lyme Road, Ste. 300, Hanover, NH 03755.
Richmond, B. (1993) Systems thinking: Critical thinking skills for the 1990s and beyond,

System Dynamics Review 9(2), 113-134.

Rignot, E. (1998) Fast recession of a West Antarctic glacier, Science 281 (24 July),

549-551.



942

References

Risch, J., L. Troyano-Bermudez, and J. Sterman (1995) Designing corporate strategy with
system dynamics: A case study in the pulp and paper industry, System Dynamics
Review 11(4), 249-274.

Roberts, C. and B. Dangerfield (1990) Modelling the epidemiological consequences of
HIV infection and AIDS: A contribution from operational research, Journal of the
Operational Research Society 41(4), 273-289.

Roberts, E. (197711978) Strategies for effective implementation of complex corporate
models, Interfaces 7(5). Reprinted in Roberts, E. (ed.) (1978) Managerial Applications
of System Dynamics. Waltham, MA: Pegasus Communications.

Roberts, E. (ed.) (1978) Managerial Applications of System Dynamics. Waltham, MA:
Pegasus Communications.

Roberts, N. (1978) Student performance in the elementary classroom: A system simulation,
in Roberts, E. (ed.), Managerial Applications of System Dynamics. Waltham, MA:
Pegasus Communications.

Roberts, N. and W. Feurzeig (eds.) (1999) Modeling and Simulation in Precollege Science
and Mathematics. New York: Springer Verlag.

Robinson, J. (1988) A Day for the Capital to Consider Its Stars. Boston Globe (Wednesday,
4 May), 1.

Rogers, E. (1995) Diffusion of Innovations, 4th ed. New York: Free Press.

Romer, P. (1990) Endogenous technological change, Journal of Political Economy 98(5,
Part 2), $71-S102.

Rosa, R. (1995) Extended workshifts and excessive fatigue, Journal of Sleep Research 4
(Suppl. 2), 51-56.

Rosen, S., K. Murphy, and J. Scheinkman (1994) Cattle cycles, Journal of Political Econ-
omy 102(3), 468-92.

Rosenhead, J., (ed.) (1989) Rational Analysis for a Problematic World: Problem Struc-
turing Methods for Complexity, Uncertainty, and Conflict. Chichester, England: John
Wiley and Sons.

Rosner, B. (1995) Fundamentals of Biostatistics, 4th ed. Belmont, CA: Duxbury Press.

Ross, L. (1977) The intuitive psychologist and his shortcomings: Distortions in the attri-
bution process, in L. Berkowitz (ed.), Advances in Experimental Social Psychology,
Vol. 10.New York: Academic Press.

Rostow, W. (1993) Nonlinear dynamics and economics: A historian’s perspective, in Day,
R. and P. Chen (eds.), Nonlinear Dynamics and Evolutionary Economics. New York
Oxford University Press, 14-17.

Rowell, D. and D. Wormley (1997) System Dynamics: An Introduction. Upper Saddle
River, NJ: Prentice Hall.

Russo, J. and P. Schoemaker (1989) Decision Traps: Ten Barriers to Brilliant Decision-
Making and How to Overcome Them. New York: Doubleday.

SAMHSA (1994)National Household Survey on Drug Abuse: Population Estimates (1993)
DHHS Publication (SMA) 94-3017, Rockville MD: Substance Abuse and Mental
Health Services Administration.

Samuelson, P. (1939) Interactions between the multiplier analysis and the principle of
acceleration, Review of Economic Statistics 21, 75-79.

Samuelson, P. (1947) Foundations of Economic Analysis. Cambridge: Harvard University
Press.

Samuelson, P. (1973) Economics, 9th ed. New York: McGraw-Hill.

Sanders, N. and K. Manrodt (1994) Forecasting practices in US corporations: Survey
results, Interfaces 24(2), 92-100.

Sastry, M. (1997) Problems and paradoxes in a model of punctuated organizational change,
Administrative Science Quarterly 42(2), 237-275.



References 943

Sastry, M., J. Romm, and K. Tsipis (1987) Nuclear Crash: The U.S. Economy after Small
Nuclear Attacks. Report 17, Program in Science and Technology for International
Security. MIT, Cambridge, MA 02139.

Sastry,A. and J. Sterman (1993) Desert island dynamics: An annotated guide to the essen-
tial system dynamics literature, in Zepeda, E. and J. Machuca (eds.), Proceedings of
the 1993 International System Dynamics Conference, Albany, NY: System Dynamics
Society.

Schank, R. and R. Abelson (1977) Scripts, Plans, Goals, and Understanding. Hillsdale, NJ:
Lawrence Erlbaum Associates.

Schein, E. (1969) Process Consultation: Its Role in Organization Development. Reading,
MA: Addison-Wesley.

Schein, E. (1985) Organizational Culture and Leadership. San Francisco, CA: Jossey-Bass.

Schein, E. (1987) Process Consultation, Vol. 2 Reading, MA: Addison-Wesley.

Schein, E. (1988) Process Consultation, Vol. 1 (revised ed.). Reading, MA: Addison-
Wesley.

Schneiderman, A. (1988) Setting quality goals, Quality Progress (April), 55-57.

Schon, D. (1983) The Reflective Practitioner. New York: Basic Books.

Schon, D. (1992) The theory of inquiry: Dewey’s legacy to education. Curriculum Inquiry.
22(2), 119-139.

Schroeder, W., R. Sweeney, and L. Alfeld (eds.) (1975) Readings in Urban Dynamics,
Vol. 2. Waltham, MA: Pegasus Communications.

Senge, P. (1978) The System Dynamics National Model Investment Function: A Com-
parison to the Neoclassical Investment Function. PhD thesis, MIT Sloan School of
Management, Cambridge, MA 02142 (unpublished).

Senge, P. (1980) A system dynamics approach to investment-function specification and
testing, Socio-Economic Planning Sciences 14(6), 269-280.

Senge, P. (1990) The Fifth Discipline: The Art and Practice of the Learning Organization.
New York Doubleday.

Senge, P. and J. Sterman (1992) Systems thinking and organizational learning: Acting
locally and thinking globally in the organization of the future, European Journal of Op-
erational Research 59(1), 137-150. Also chapter 8 in Morecroft, J. and J. Sterman
(eds.) (1994) Modeling for Learning Organizations. Portland, OR: Productivity Press.

Senge, P. et al. (eds.) (1994) The Fifth Discipline Fieldbook. New York: Doubleday.

Shantzis, S. and W. Behrens (1973) Population control mechanisms in a primitive agricul-
tural society, in Meadows, D.L. and D. H. Meadows (eds.), Towards Global Equilib-
rium: Collected Papers. Waltham, MA: Pegasus Communications.

Shaughnessy, D. (1987) Bogged Down. Boston Globe (Sunday 15 March), 20.

Shewhart, W. (1939) Statistical Method from the Viewpoint of Quality Control. Washing-
ton, DC: US Department of Agriculture.

Shiba, S., A. Graham, and D. Walden (1993) A New American TQM: Four Practical Rev-
olutions in Management. Waltham, MA: Pegasus Communications.

Shiller, R. (1989) Market Volatility. Cambridge, MA: MIT Press.

Shreckengost, R. (1991) The dynamic relationship of the cocaine system in the United
States, in Schober, S. and C. Schade (eds.), The Epidemiology of Cocaine Use and
Abuse. Washington, D. C.: U. S. Government Printing Office, 305-334.

Simchi-Levi, D., P. Kaminsky, and E. Simchi-Levi (1999) Designing and Managing the
Supply Chain: Concepts, Strategies and Cases. Chicago: Irwin/McGraw-Hill.

Simon, H. (1957) Administrative Behavior; a Study of Decision-Making Processes in
Administrative Organizations, 2nd ed. New York: Macmillan.

Simon, H. (1969) The Sciences of the Artificial. Cambridge, MA: MIT Press, 3rd ed. 1996.



944

References

Simon, H. (1979) Rational decision-makingin business organizations,American Economic
Review 69,493-513.

Simon, H. (1982) Models of Bounded Rationality. Cambridge, MA: MIT Press.

Simon, H. (1984) On the behavioral and rational foundations of economic dynamics, Jour-
nal of Economic Behavior and Organization5(1), 35-55.

Slade, M. (1982) Cycles in natural-resource commodity prices: An analysis of the fre-
quency domain, Journal of Environmental Economics and Management 9(2), 138-48.

Smith, V., Suchanek, G., and A. Williams. (1988) Bubbles, crashes, and endogenous
expectations in experimental spot asset markets, Econometrica 56(5), 1119-1152.

Steadman, D. (1995) Prehistoric extinctions of Pacific Island birds: Biodiversity meets
zooarchaeology, Science 267 (4 Feb), 1123-1131.

Sterman, J. (1980) The Use of Aggregate Production Functions in Disequilibrium Models
of Energy-Economy Interactions, MIT System Dynamics Group Memo D-3234, Cam-
bridge, MA (unpublished)02142.

Sterman, J. (1983) Economic vulnerability and the energy transition, Energy Systems and
Policy 7(4), 259-301.

Sterman, J. (1984) Appropriate summary statistics for evaluating the historical fit of sys-
tem dynamics models, Dynamica 10, 51-66.

Sterman, J. (1985a) The growth of knowledge: Testing a theory of scientific revolutions
with a formal model, Technological Forecasting and Social Change 28(2), 93-122.

Sterman, J. (1985b) A behavioral model of the economic long wave, Journal of Economic
Behavior and Organization 6, 17-53.

Sterman, J. (1986) The economic long wave: Theory and evidence, System Dynamics
Review 2(2), 87-125.

Sterman, J. (1987) Expectation formation in behavioral simulation models, Behavioral
Science 32, 190-211.

Sterman, J. (1988a) People Express Management Flight Simulator: Software and Briefing
Book. Available from the author, Sloan School of Management, MIT, Cambridge, MA
02142. See <web.mit.edu/jstermanlwww>>.

Sterman, J. (1988b) Modeling the formation of expectations: The history of energy demand
forecasts, International Journal of Forecasting 4,243-259.

Sterman, J. (1988c) A skeptic’s guide to computer models, in Grant, L., Foresight and
National Decisions. Lanham, MD: University Press of America, 133-169.

Sterman, J. (1989a) Misperceptions of feedback in dynamic decision making, Organiza-
tional Behavior and Human Decision Processes 43(3), 301-335.

Sterman, J. (1989b) Modeling managerial behavior: Misperceptions of feedback in a
dynamic decision making experiment, Management Science 35(3), 321-339.

Sterman, J. (1989¢) Deterministic chaos in an experimental economic system, Journal of
Economic Behavior and Organization 12, 1-28.

Sterman, J. (1992) Teaching takes off: Flight simulators for management education,
OR/MS Today (October),40-44.

Sterman, J. ,N. Repenning, and F. Kofman (1997) Unanticipated side effects of successful
quality programs: Exploring a paradox of organizational improvement, Management
Science43(4), 501-521.

Sterman, J. and G. Richardson (1985) An experiment to evaluate methods for estimating
fossil fuel resources, Journal of Forecasting 4(2), 197-226. Reprinted in Richard-
son, G. (1996) (ed.) Modelling for Management. Aldershot, UK: Dartmouth Publish-
ing Co.

Sterman, J., G. Richardson, and P. Davidsen (1988) Modeling the estimation of petroleum
resources in the United States, Technological Forecasting and Social Change 33(3),
219-249.



References 945

Sterman, J. and J. Wittenberg (1999) Path dependence, competition, and succession in the
dynamics of scientific revolution, Organization Science 10(3), 322-341.

Stewart, 1. (1989) Does God Play Dice? The Mathematics of Chaos. Cambridge, MA:
Blackwell.

Stolarski, R. and R. Cicerone (1974) Stratospheric chlorine: A possible sink for ozone,
Canadian Journal of Chemistry 52,1610.

Strogatz, S. (1994) Nonlinear Dynamics and Chaos. Reading, MA: Addision-Wesley.

Sturis, J., K. Polonsky, E. Mosekilde, and E. Van Cauter (1991) Computer model for mech-
anisms underlying ultradian oscillations of insulin and glucose, American Journal of
Physiology 260 (Endocrinol. Metab. 23): ES01-E809.

Sturm, R. (1993) Nuclear power in Eastern Europe: Learning or forgetting curves? Energy
Economics 15(3), 183-189.

Taylor, H. (1999) Modeling Paper Material Flows and Recycling in the US Macro-
economy. PhD thesis, Department of Civil Engineering, MIT, Cambridge MA 02139
(unpublished).

Tenner, E. (1996) Why Things Bite Back: Technology and the Revenge of Unintended
Consequences. New York: Knopf.

Teplitz, C. (1991) The Learning Curve Deskbook: A Reference Guide to Theory, Calcula-
tions, and Applications. New York: Quorum Books.

Thaler, R. (1991) Quasi Rational Economics. New York: Russell Sage Foundation.

Thaler, R. (1992) The Winner’s Curse: Paradoxes and Anomalies of Economic Life. Prince-
ton: Princeton University Press.

Theil, H. (1966) Applied Economic Forecasting. Amsterdam: North Holland Publishing
Company.

Thomas, L. (1974) The Lives of a Cell: Notes of a Biology Watcher. New York: Viking
Press.

Thornton, L. (1992) Real Estate Development Firms as Learning Organizations: Systems
Thinking as a Methodology for Strategic Planning. MS thesis, MIT Center for Real
Estate Development, Cambridge, MA 02139 (unpublished).

Tversky, K. and P. Kahneman (1974) Judgment under uncertainty: Heuristics and biases,
Science 185 (27 Sept) 1124-1131. Reprinted in Kahneman, D., P. Slovic, and A. Tver-
sky (eds.) (1982) Judgment Under Uncertainty: Heuristics and Biases. Cambridge,
England: Cambridge University Press.

Ueda, Y. (1992) The Road to Chaos. Santa Cruz, CA: Aerial Press.

Urban, G., J. Hauser, and J. Roberts (1990) Prelaunch forecasting of new automobiles,
Management Science 36, 401-421. Also chapter 17 in Richardson, G. (ed.) (1996)
Modeling for Management, Vol. 1. Aldershot, UK: Dartmouth Publishing Co.

US Environmental Protection Agency (1994) Health Assessment Document for 2,3,7,8-
Tetrachlorodibenzo- p-Dioxin (TCDD) and Related Compounds, Washington, DC:
EPA/600/BP-92/001, August 1994.

Van Maanen, J. (1988) Tales of the Field. Chicago: University of Chicago Press.

Van Tilburg, J. (1994) Easter Island: Archaeology, Ecology, and Culture. Washington DC:
Smithsonian Institution Press.

Vaupel, J., et al. (1998) Biodemographic trajectories of longevity, Science 280 (8 May),
855-860.

Vennix, J. (1990) Mental Models and Computer Models. PhD thesis. Nijmegen, The
Netherlands: Nijmegen Institute for Cognition Research and Information Technology.

Vennix, J. (1996) Group Model Building: Facilitating Team Learning Using System
Dynamics. Chichester, England: John Wiley and Sons.

Vennix, J., G. Richardson, and D. Andersen (eds.) (1997) Group model building, System
Dynamics Review (special issue) 13(2).



946

References

Wagenaar, W. (1978) Intuitive prediction of growth, in Burkhardt, D, and W. Ittelson (eds.),
Environmental Assessment of Socioeconomic Systems. New York: Plenum.

Wagenaar, W. and S. Sagaria (1975) Misperception of exponential growth, Perception and
Psychophysics 18,416-422.

Wagenaar, W. and H. Timmers (1978) Extrapolation of exponential time series is not
enhanced by having more data points, Perception and Psychophysics 24, 182-184.

Wagenaar, W. and H. Timmers (1979) The pond-and-duckweed problem: Three experi-
ments in the misperception of exponential growth, Acta Psychologica43,239-251.

Wallace, W. (ed.) (1994) Ethics in Modeling. White Plains, NY: Pergamon.

Wang, Q. and J. Sterman (1985) A disaggregate population model of China, Simulation
45(1), 7-14.

Warner, R. (1998) Spectral Analysis of Time Series Data. New York: Guilford Press.

Wason, P. and P. Johnson-Laird (1972) Psychology of Reasoning: Structure and Content.
Cambridge, MA: Harvard University Press.

Weil, H. and R. Etherton, Jr. (1990) System dynamics in dispute resolution: Proceedings of
the 1990 International Systems Dynamics Conference, Chestnut Hill, MA: Inter-
national System Dynamics Society.

Weymar, H. (1968) Dynamics of the World Cocoa Market. Cambridge, MA: MIT Press.

Williams, A. (1987) The formation of price forecasts in experimental markets, Journal of
Money, Credit and Banking 19(1), 1-18.

Wisdom, J. (1987) Urey Prize Lecture: Chaotic dynamics in the solar system, Icarus 72
(Nov), 241-275.

Wolstenholme, E. (1990) System Enquiry—A System Dynamics Approach. Chichester,
England: John Wiley and Sons.

Womack, J. and D. Roos (1991) The Machine That Changed the World. New York: Harper
Perrenial.

Wulwick, N. (1996) Two econometric replications: The historic Phillips and Lipsey-
Phillips curves, History of Political Economy 28(3), 391-439.

Yerkes, R. and J. Dodson (1908) The relation of strength of stimulus to rapidity of habit
formation, Journal of Comparative Neurology and Psychology 18,459-482.

Yin, R. (1994) Case Study Research. Newbury Park, CA: Sage Publications.

Yourdon, E. (ed.) (1993) American Programmer 6(5). Special issue on system dynamics in
project management.

Zamudio-Ramirez, P. (1996) The Economics of Automobile Recycling. MS thesis, MIT,
Cambridge, MA 02142 (unpublished).

Zangwill, W. and P. Kantor (1998) Toward a theory of continuous improvement and the
learning curve, Management Science 44(7), 910-920.

Zarnowitz, V. (1992) Business Cycles: Theory, History, Indicators, and Forecasting, NBER
Studies in Business Cycles, Vol. 27. Chicago: University of Chicago Press.

Zenios, S., G. Chertow, and L. Wein (forthcoming) Dynamic allocation of kidneys to
candidates on the transplant waiting list, Operations Research.

Ziman, J. (1968) Public Knowledge: An Essay Concerning the Social Dimension of
Science. Cambridge, England: Cambridge University Press.



=

C—"‘l{ {j

“Here, at last, is a textbook that will do justice to the richness of
system dynamics, and at the same time lead students in an entertain-
ing yet scholarly way to discover for themselves the challenge and

J

Syst‘em dynamics is an satisfaction of serious modeling for learning.”
approach to the study of —John Morecroft Q \;/J [ |
complexity. Originally London Business School ;) R —
developed at the § R‘ (P
Massachusetts Institute of "2‘ § —
Technology by Jay Forrester, system dynamics is a unique method devised to help managers and N N —
public policymakers design and implement high leverage policies for sustainable success. = ,.ﬂ | |
In a comptehensive new treatment, John g > O
Sterman, a leading authority on system dynamics, @) § - QD
John D, S[Efmﬂ" is the J. SDE"EET Standish explains what syjstem dynamics {s and how it ca.n be 3\ ;F\N —
successfully applied to solve business and organiza- QU X -
Professor of Mﬂ"agemem at the Sloan tiona} problems. Business Dynamics includes oQ
»+ | principles for modeling complex dynamic systems, Q ==
School of Mﬂﬂaﬂﬂmem of the Massachusetts simulation models, experiential exercises, and case g.‘ - —
. : .| studies of successful applications. The CD-ROM g
Institute of Iﬁﬂhﬂﬂ'ﬂﬂy, and Director of MITS included with the book and the dedicated book g —_—
Svslem “v"amics Gmuu website contain the models developed in the text, ) =
. along with all the software needed to run, test, and L ==
extend them, thereby helping to increase student ‘&.
participation in the learning process. § '
T
@ 3
. . , Q
Visit our operations management cencer at WWW.MNAe.com/pom
e Current articles and readings * Links to company tours *
e Resources by topic’ ¢ Contact operations management organizations
e Download software ‘

Sterman
Visit the textbook website ac WWW.MARE.COM/Sterman E——

TEXT 0-07-231135-5
Part of

McGraw-Hill Higher Education g7 0-07-238915-X

A Division of The McGraw-Hill Companics ) ||| |.| || agd ci‘o
9 "780072"389159

www.mhhe.com

=




